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Organization

About This Manual

3Com Switch 4500G Family Configuration Guide is organized as follows:

Volume Features
00-Product Product Overview | Acronyms
Overview
Ethernet Interface | Link Aggregation | Port Isolation DLDP
LLDP MSTP Smart Link Monitor Link
01-Access
Volume VLAN GVRP QinQ BPDU Tunneling
Connectivity oo
Ethernet OAM Fault Detection RRPP Port Mirroring
IP Addressing ARP DHCP DNS
02-IP Services IP Performance .
volume Optimization UDP Helper IPv6 Basics Dual Stack
sFlow
IP Routing . . . .
03-IP Routing Overview Static Routing RIP IPv6 Static Routing
Volume
RIPng Route Policy
Mulitcast Overview | IGMP Snooping | Multicast VLAN | MLD Snooping
04-Multicast
Volume IPv6 Multicast
VLAN
05-QoS Volume | QoS User Profile
AAA 802.1X HABP MAC Authentication
06-Security .
Volume Portal Port Security IP Source Guard | SSH2.0
PKI SSL Public Key ACL
Lodin Basic System Device File System
9 Configuration Management Management
MAC Address
HTTP SNMP RMON Table Management
System .
07-System S Information
volume Mamtalmng and Center PoE Track
Debugging
) Cluster
NQA NTP Hotfix Management
Stack Automatic
Management Configuration




Conventions

The manual uses the following conventions:

Command conventions

Convention Description

Boldface The keywords of a command line are in Boldface.

italic Command arguments are in italic.

[] Items (keywords or arguments) in square brackets [ ] are optional.

X1y} Alternative items are grouped in braces and separated by vertical bars.
Yl One is selected.

[X[Y] o] Optional alternative items are grouped in square brackets and
yi- separated by vertical bars. One or none is selected.

(XIy]..}* Alternative items are grouped in braces and separated by vertical bars.
Yl A minimum of one or a maximum of all can be selected.

[X[y]..]* Optional alternative items are grouped in square brackets and
yi- separated by vertical bars. Many or none can be selected.

&<l-n> The argument(s) before the ampersand (&) sign can be entered 1 to n

times.
# A line starting with the # sign is comments.

GUI conventions

Convention Description
<> Button names are inside angle brackets. For example, click <OK>.
[ Window names, menu items, data table and field hames are inside
square brackets. For example, pop up the [New User] window.
/ Multi-level menus are separated by forward slashes. For example,
[File/Create/Folder].
Symbols
Convention Description

A Warning

Means reader be extremely careful. Improper operation may cause
bodily injury.

A Caution

Means reader be careful. Improper operation may cause data loss or
damage to equipment.

@ Note

Means a complementary description.




Related Documentation

In addition to this manual, each 3com Switch 4500G documentation set includes the following:

Manual Description

3Com Switch 4500G Family Command | Provide detailed descriptions of command line interface
Reference Guide (CLI) commands, that you require to manage your switch.

3Com Switch 4500G Family Getting | This guide provides all the information you need to install
Started Guide and use the 3Com Switch 4500G Family.

Obtaining Documentation

You can access the most up-to-date 3Com product documentation on the World Wide Web at this URL:
http://www.3com.com.
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1 Product Features

Introduction to Product

3Com Switches 4500G are Gigabit Ethernet switching products which have abundant service features.
They are designed as distribution and access devices for intranets and metropolitan area networks

(MANS). They can also be used for connecting server groups in data centers.

Feature Lists

3Com Switches 4500G support abundant features and the related documents are divided into the
volumes as listed in Table 1-1.

Table 1-1 Feature list

Volume Features
Ethernet Interface | Link Aggregation | Port Isolation DLDP
LLDP MSTP Smart Link Monitor Link
01-Access
Volume VLAN GVRP QinQ BPDU Tunneling
Connectivity Fault .
Ethernet OAM Detection RRPP Port Mirroring
IP Addressing ARP DHCP DNS
02-IP Services | IP Performance .
volume Optimization UDP Helper IPv6 Basics Dual Stack
sFlow
IP Routing . : IPv6 Static
03-IP Routing Overview Static Routing RIP Routing
Volume
RIPng Route Policy
g“"tc?‘St IGMP Snooping | Multicast VLAN | MLD Snooping
04-Multicast verview
Volume IPv6 Multicast
VLAN
05-QoS Volume | QoS User Profile
MAC
) AAA 802.1X HABP Authentication
06-Security
Volume Portal Port Security IP Source Guard | SSH2.0
PKI SSL Public Key ACL
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Volume Features
Lodin Basic System Device File System
9 Configuration Management Management
MAC Address
HTTP SNMP RMON Table
Management
07-System System Information
Volume Maintaining and PoE Track
; Center
Debugging
) Cluster
NQA NTP Hotfix Management
Stack Automatic
Management Configuration
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2 Features

The following sections provide an overview of the main features of each module supported by the 3Com
Switch 4500G.

Access Volume

Table 2-1 Features in Access volume

Features Description

This document describes:

e Combo Port Configuration
e Basic Ethernet Interface Configuration
e Configuring Flow Control on an Ethernet Interface

e Configuring the Suppression Time of Physical-Link-State Change on
an Ethernet Interface

e Configuring Loopback Testing on an Ethernet Interface

Ethernet Interface e Configuring a Port Group

e Configuring Storm Suppression

e Setting the Interval for Collecting Ethernet Interface Statistics

e Enabling Forwarding of Jumbo Frames

e Enabling Loopback Detection on an Ethernet Interface

e Configuring the MDI Mode for an Ethernet Interface

e Testing the Cable on an Ethernet Interface

e Configuring the Storm Constrain Function on an Ethernet Interface

Link aggregation aggregates multiple physical Ethernet ports into one
logical link. This document describes:

e Basic Concepts of Link Aggregation

Link Aggregation e Configuring an Aggregation Group

e Configuring an Aggregate Interface

e Configuring a Load Sharing Mode for Load-Sharing Link Aggregation
Groups

The port isolation feature allows you to isolate different ports within the
same VLAN. This document describes:

e Introduction to Port Isolation
e Configuring the Isolation Group

Port Isolation

In the use of fibers, link errors, namely unidirectional links, are likely to
occur. DLDP is designed to detect such errors. This document describes:
e DLDP Introduction

e Enabling DLDP

e Setting DLDP Mode

e Setting the Interval for Sending Advertisement Packets

e Setting the DelayDown Timer

e Setting the Port Shutdown Mode

e Configuring DLDP Authentication

e Resetting DLDP State

DLDP
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Features

Description

LLDP

LLDP enables a device to maintain and manage its own and its immediate
neighbor’s device information, based on which the network management
system detects and determines the conditions of the communications
links. This document describes:

e Introduction to LLDP

e Performing Basic LLDP Configuration

e Configuring the Encapsulation Format for LLDPDUs

e Configuring the Encapsulation Format of the Management Address

e Configuring CDP Compatibility

e Configuring LLDP Trapping

MSTP

MSTP is used to eliminate loops in a LAN. It is compatible with STP and
RSTP. This document describes:

e Introduction to MSTP

e Configuring the Root Bridge

e Configuring Leaf Nodes

e Performing mCheck

e Configuring Digest Snooping

e Configuring No Agreement Check

e Configuring Protection Functions

Smart Link

Smart Link is a solution for active-standby link redundancy backup and
rapid transition in dual-uplink networking. This document describes:

e Smart Link Overview

e Configuring a Smart Link Device

e Configuring an Associated Device

Monitor Link

Monitor link is a port collaboration function used to enable a device to be
aware of the up/down state change of the ports on an indirectly connected
link. This document describes:

e Monitor Link Overview

e Configuring Monitor Link

VLAN

Using the VLAN technology, you can partition a LAN into multiple logical
LANSs. This document describes:

e Introduction to VLAN

e Types of VLAN

e Introduction and Configuration of Isolate-user-vlan

e Introduction and Configuration of Voice VLAN

GVRP

GVRP is a GARP application. This document describes:
e GARP overview

e GVRP configuration

e GARP Timers configuration

QinQ

As defined in IEEE802.1Q, 12 bits are used to identify a VLAN ID, so a
device can support a maximum of 4094 VLANSs. The QinQ feature
extends the VLAN space by allowing Ethernet frames to travel across the
service provider network with double VLAN tags. This document
describes:

e Introduction to QinQ

Configuring basic QinQ

Configuring Selective QinQ

Configuring the TPID Value in VLAN Tags
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Features

Description

BPDU Tunneling

BPDU tunneling enables transparently transmission of customer network
BPDU frames over the service provider network. This document
describes:

e Introduction to BPDU Tunneling
e Configuring BPDU Transparent Transmission

e Configuring Destination Multicast MAC Address for BPDU Tunnel
Frames

Ethernet OAM

Ethernet OAM is a tool monitoring Layer-2 link status. It helps network
administrators manage their networks effectively. This document
describes:

Ethernet OAM overview

Configuring Basic Ethernet OAM Functions

Configuring Link Monitoring

e Enabling OAM Loopback Testing

Connectivity Fault
Detection

Connectivity fault detection is an end-to-end, per-VLAN link-layer OAM
mechanism for link connectivity detection, fault verification, and fault
location. This document describes:

e Connectivity Fault Detection Overview

e Basic Configuration Tasks

e Configuring CC on MEPs

e Configuring LB on MEPs

e Configuring LT on MEPs

RRPP

RRPP is a link layer protocol designed for Ethernet rings. RRPP can
prevent broadcast storms caused by data loops when an Ethernet ring is
healthy, and rapidly restore the communication paths between the nodes
after a link is disconnected on the ring. This document describes:

e RRPP overview

e Configuring Master Node

e Configuring Transit Node

e Configuring Edge Node

e Configuring Assistant Edge Node

e Configuring Ring Group

Port Mirroring

Port mirroring copies packets passing through a port to another port
connected with a monitoring device for packet analysis to help implement
network monitoring and troubleshooting. This document describes:

e Port Mirroring overview

e Local port mirroring configuration

e Remote port mirroring configuration
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IP Services Volume

Table 2-2 Features in the IP Services volume

Features Description

An IP address is a 32-bit address allocated to a network interface on a

device that is attached to the Internet. This document describes:
IP Address .
e Introduction to IP addresses

e |P address configuration

Address Resolution Protocol (ARP) is used to resolve an IP address into a
data link layer address. This document describes:

e ARP Overview

ARP e Configuring ARP

e Configuring Gratuitous ARP

e Proxy ARP and Local Proxy ARP configuration

e ARP Attack Defense configuration

DHCP is built on a client-server model, in which the client sends a
configuration request and then the server returns a reply to send
configuration parameters such as an IP address to the client. This

document describes:

DHCP e DHCP relay agent configuration

e DHCP Client configuration
e DHCP Snooping configuration
e BOOTP Client configuration

Used in the TCP/IP application, Domain Name System (DNS) is a
distributed database which provides the translation between domain name
DNS and the IP address. This document describes:

e Configuring the DNS Client

e Configuring the DNS Proxy

In some network environments, you need to adjust the IP parameters to
achieve best network performance. This document describes:

e Enabling Reception and Forwarding of Directed Broadcasts to a
Directly Connected Network

e Configuring TCP Attributes

e Configuring ICMP to Send Error Packets

IP Performance

UDP Helper functions as a relay agent that converts UDP broadcast
packets into unicast packets and forwards them to a specified server. This
UDP Helper document describes:

e UDP Helper overview

e UDP Helper configuration

Internet protocol version 6 (IPv6), also called IP next generation (IPng),
was designed by the Internet Engineering Task Force (IETF) as the
successor to Internet protocol version 4 (IPv4). This document describes:
e IPVv6 overview

e Basic IPv6 functions configuration

e |IPv6 NDP configuration

e PMTU discovery configuration

e |Pv6 TCP properties configuration

e ICMPvV6 packet sending configuration

e |Pv6 DNS Client configuration

IPv6 Basics
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Features

Description

Dual Stack

A network node that supports both IPv4 and IPv6 is called a dual stack
node. A dual stack node configured with an IPv4 address and an IPv6
address can have both IPv4 and IPv6 packets transmitted. This document
describes:

e Dual stack overview
e Dual stack configuration

sFlow

Based on packet sampling, Sampled Flow (sFlow) is a traffic monitoring
technology mainly used to collect and analyze traffic statistics. This
document describes:

e sFlow Overview

e sFlow Configuration

IP Routing Volume

Table 2-3 Features in the IP Routing volume

Features

Description

IP Routing Overview

This document describes:

e Introduction to IP routing and routing table
e Routing protocol overview

Static Routing

A static route is manually configured by the administrator. The proper
configuration and usage of static routes can improve network
performance and ensure bandwidth for important network applications.
This document describes:

e Static route configuration
e Detecting Reachability of the Static Route’s Nexthop

RIP

Routing Information Protocol (RIP) is a simple Interior Gateway Protocol
(IGP), mainly used in small-sized networks. This document describes:
e RIP basic functions configuration

e RIP advanced functions configuration

e RIP network optimization configuration

IPv6 Static Routing

Static routes are special routes that are manually configured by network
administrators. Similar to IPv4 static routes, IPv6 static routes work well in
simple IPv6 network environments. This document describes:

e |Pv6 static route configuration

IPV6 RIPNg

RIP next generation (RIPng) is an extension of RIP-2 for IPv4. RIPng for
IPv6 is IPv6 RIPng. This document describes:

e Configuring RIPng Basic Functions

e Configuring RIPng Route Control

e Tuning and Optimizing the RIPng Network

Routing Policy

Routing policy is used on the router for route inspection, filtering,
attributes modifying when routes are received, advertised, or
redistributed. This document describes:

e Defining Filters

e Route policy configuration
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Multicast Volume

Table 2-4 Features in Multicast volume

Features

Description

Multicast Overview

This document describes the main concepts in multicast:
Introduction to Multicast

e Multicast Models

e Multicast Architecture

e Multicast Packets Forwarding Mechanism

IGMP Snooping

Running at the data link layer, IGMP Snooping is a multicast control
mechanism on the Layer 2 Ethernet switch and it is used for multicast
group management and control. This document describes:

e Configuring Basic Functions of IGMP Snooping

e Configuring IGMP Snooping Port Functions

e Configuring IGMP Snooping Querier

e Configuring IGMP Snooping Policy

Multicast VLAN

Multicast VLAN configuration

MLD Snooping

Multicast Listener Discovery Snooping (MLD Snooping) is an IPv6
multicast constraining mechanism that runs on Layer 2 devices to
manage and control IPv6 multicast groups. This document describes:
e Configuring Basic Functions of MLD Snooping

e Configuring MLD Snooping Port Functions

e Configuring MLD Snooping Querier

e Configuring MLD Snooping Policy

IPv6 Multicast VLAN

IPv6 Multicast VLAN configuration

QoS Volume

Table 2-5 Features in the QoS ACL volume

Features

Description

QoS

This document describes:

e QoS overview

e Traffic classification configuration
e Traffic policing Configuration

e Line rate configuration

e QoS policy configuration

e Congestion management

e Priority mapping configuration

e Traffic mirroring configuration

User Profile

User profile provides a configuration template to save predefined
configurations. This document describes:

e Creating a User Profile

e Configuring a User Profile

e Enabling a User Profile
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Security Volume

Table 2-6 Features in the Security volume

Features Description

Authentication, Authorization and Accounting (AAA) provide a uniform

framework used for configuring these three security functions to

implement the network security management. This document describes:
AAA e Introduction to AAA, RADIUS and HWTACACS

e AAA configuration

e RADIUS configuration

e HWTACACS configuration

IEEE 802.1X (hereinafter simplified as 802.1X) is a port-based network

access control protocol that is used as the standard for LAN user access
802.1% authentication. This document describes:

' e 802.1X overview

e 802.1X configuration

e 802.1X Guest-VLAN configuration

On an HABP-capable switch, HABP packets can bypass 802.1X

authentication and MAC authentication, allowing communication among
HABP switches in a cluster. This document describes:

e Introduction to HABP

e HABP configuration

MAC authentication provides a way for authenticating users based on

ports and MAC addresses; it requires no client software to be installed on
MAC Authentication the hosts. This document describes:

e RADIUS-Based MAC Authentication

e Local MAC Authentication

Portal authentication, as its name implies, helps control access to the
Portal Internet. This document describes:

e Portal overview
e Portal configuration

Port Security

Port security is a MAC address-based security mechanism for network
access controlling. It is an extension to the existing 802.1X authentication
and MAC authentication. This document describes:

e Enabling Port Security

e Setting the Maximum Number of Secure MAC Addresses

e Setting the Port Security Mode

e Configuring Port Security Features

e Configuring Secure MAC Addresses

e Ignoring Authorization Information from the Server

IP Source Guard

By filtering packets on a per-port basis, IP source guard prevents illegal
packets from traveling through, thus improving the network security. This
document describes:

e Configuring a Static Binding Entry

e Configuring Dynamic Binding Function
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Features Description
SSH ensures secure login to a remote device in a hon-secure network
environment. By encryption and strong authentication, it protects the
device against attacks. This document describes:
e Configuring Asymmetric Keys
SSH2.0 S .
e Configuring the Device as an SSH Server
e Configuring the Device as an SSH Client
e Configuring an SFTP Server
e Configuring an SFTP Client
The Public Key Infrastructure (PKI) is a hierarchical framework designed
PKI for providing information security through public key technologies and
digital certificates and verifying the identities of the digital certificate
owners. This document describes PKI related configuration.
Secure Sockets Layer (SSL) is a security protocol providing secure
SSL connection service for TCP-based application layer protocols, this
document describes SSL related configuration.
PUb“.C Key This document describes Public Key Configuration.
Configuration
An ACL is used for identifying traffic based on a series of preset matching
ACL criteria. This document describes:

e ACL overview and ACL types
e ACL configuration

System Volume

Table 2-7 Features in the System volume

Features

Description

Login

Upon logging into a device, you can configure user interface properties
and manage the system conveniently. This document describes:

e How to log in to your Ethernet switch

¢ Introduction to the user interface and common configurations

e Logging In Through the Console Port

e Logging In Through Telnet

e Logging in Through Web-based Network Management System

e Logging In Through NMS

e Specifying Source IP address/Interface for Telnet Packets

e Controlling Login Users

Basic System
Configuration

Basic system configuration involves the configuration of device name,
system clock, welcome message, user privilege levels and so on. This
document describes:

e Configuration display

e Basic configurations

e CLlI features
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Features

Description

Device Management

Through the device management function, you can view the current
condition of your device and configure running parameters. This
document describes:

e Device management overview

e Rebooting a device

e Configuring the scheduled automatic execution function

e Specifying a file for the next device boot

e Upgrading Boot ROM

e Configuring a detection interval

e Configuring temperature alarm thresholds for a board

e Clearing the 16-bit interface indexes not used in the current system
e Configuring the system load sharing function

e Configuring the traffic forwarding mode of SRPUs

e Configuring the working mode of EA LPUs

e Enabling the port down function globally

e Enabling expansion memory data recovery function on a board
¢ |dentifying and diagnosing pluggable transceivers

A major function of the file system is to manage storage devices, mainly
including creating the file system, creating, deleting, modifying and
renaming a file or a directory and opening a file. This document
describes:

File System
Management e File system management
e Configuration File Management
e FTP configuration
e TFTP configuration
Hypertext Transfer Protocol (HTTP) is used for transferring web page
HTTP information across the Internet. This document describes:
e HTTP Configuration
e HTTPS Configuration
Simple network management protocol (SNMP) offers a framework to
monitor network devices through TCP/IP protocol suite. This document
describes:
e SNMP overview
SNMP . . , .
e Basic SNMP function configuration
e SNMP log configuration
e Trap configuration
e MIB style configuration
RMON provides an efficient means of monitoring subnets and allows
SNMP to monitor remote network devices in a more proactive and
RMON effective way. This document describes:
e RMON overview
e RMON configuration
A switch maintains a MAC address table for fast forwarding packets. This
document describes:
MAC Address Table e MAC address table overview
Management e Configuring MAC Address Entries

e Configuring the Aging Timer for Dynamic MAC Address Entries
e Configuring the MAC Learning Limit
e Configuring MAC Information
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Features

Description

System Maintenance
and Debugging

For the majority of protocols and features supported, the system provides
corresponding debugging information to help users diagnose errors. This
document describes:

e Maintenance and debugging overview

e Maintenance and debugging configuration

Information Center

As the system information hub, Information Center classifies and
manages all types of system information. This document describes:
e Information Center Overview

e Setting to Output System Information to the Console

e Setting to Output System Information to a Monitor Terminal

e Setting to Output System Information to a Log Host

e Setting to Output System Information to the Trap Buffer

e Setting to Output System Information to the Log Buffer

e Setting to Output System Information to the SNMP Module

e Configuring Synchronous Information Output

e Disabling a Port from Generating Link Up/Down Logging Information

PoE

The Power over Ethernet (PoE) feature enables the power sourcing
equipment (PSE) to feed powered devices (PDs) from Ethernet ports
through twisted pair cables. This document describes:

e POE overview

e Configuring the PoE Interface

e Configuring PoE power management

e Configuring the PoE monitoring function

e Online upgrading the PSE processing software

e Configuring a PD Disconnection Detection Mode

e Enabling the PSE to detect nonstandard PDs

Track

The track module is used to implement collaboration between different
modules through established collaboration objects. The detection
modules trigger the application modules to perform certain operations
through the track module. This document describes:

e Track Overview

e Configuring Collaboration Between the Track Module and the
Detection Modules

e Configuring Collaboration Between the Track Module and the
Application Modules

NQA

NQA analyzes network performance, services and service quality by
sending test packets to provide you with network performance and
service quality parameters. This document describes:

NQA Overview

e Configuring the NQA Server

e Enabling the NQA Client

e Creating an NQA Test Group

e Configuring an NQA Test Group

e Configuring the Collaboration Function

e Configuring Trap Delivery

e Configuring the NQA Statistics Function

e Configuring Optional Parameters Common to an NQA Test Group
e Scheduling an NQA Test Group
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Features

Description

Network Time Protocol (NTP) is the TCP/IP that advertises the accurate
time throughout the network. This document describes:

e NTP overview

NTP e Configuring the Operation Modes of NTP
e Configuring Optional Parameters of NTP
e Configuring Access-Control Rights
e Configuring NTP Authentication
Hotfix is a fast, cost-effective method to fix software defects of the device
without interrupting the running services. This document describes:
e Hotfix Overview
Hotfix e One-Step Patch Installation

e Step-by-Step Patch Installation
e Step-by-Step Patch Uninstallation
e One-Step Patch Uninstallation

Cluster Management

A cluster is a group of network devices. Cluster management is to
implement management of large numbers of distributed network devices.
This document describes:

Cluster Management Overview

Configuring the Management Device

Configuring the Member Devices

Configuring Access Between the Management Device and Its Member
Devices

e Adding a Candidate Device to a Cluster
e Configuring Advanced Cluster Functions

Stack Management

A stack is a set of network devices. Administrators can group multiple
network devices into a stack and manage them as a whole. Therefore,
stack management can help reduce customer investments and simplify
network management. This document describes:

e Stack Configuration Overview

Configuring the Master Device of a Stack

Configuring Stack Ports of a Slave Device

Logging In to the CLI of a Slave from the Master

Automatic Configuration

Automatic configuration enables a device to automatically obtain and
execute the configuration file when it starts up without loading the
configuration file. This document describes:

e Introduction to Automatic Configuration

e Typical Networking of Automatic Configuration

e How Automatic Configuration Works
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Appendix A Acronyms

Acronyms Full spelling
# Return
10GE Ten-GigabitEthernet
A Return
AAA Authentication, Authorization and Accounting
ABC Activity Based Costing
ABR Area Border Router
AC Alternating Current
ACK ACKnowledgement
ACL Access Control List
ADSL Asymmetric Digital Subscriber Line
AFI Address Family Identifier
ALG Application Layer Gateway
AM accounting management
ANSI American National Standard Institute
AP Access Point
ARP Address Resolution Protocol
AS Autonomous System
ASBR Autonomous System Border Router
ASCII American Standard Code for Information Interchange
ASE Application service element
ASIC Application Specific Integrated Circuit
ASM Any-Source Multicast
ASN Auxiliary Signal Network
AT Advanced Technology
AT Adjacency Table
ATM Asynchronous Transfer Mode
AUX Auxiliary (port)
B Return
BC Bearer Control
BDR Backup Designated Router
BFD Bidirectional Forwarding Detection
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Acronyms Full spelling
BGP Border Gateway Protocol
BIMS Branch Intelligent Management System
BOOTP Bootstrap Protocol
BPDU Bridge Protocol Data Unit
BRI Basic Rate Interface
BSR Bootstrap Router
BT BitTorrent
BT Burst Tolerance
c Return
CA Call Appearance
CA Certificate Authority
CAR Committed Access Rate
CBS Committed Burst Size
CBQ Class Based Queuing
CBR Constant Bit Rate
CBT Core-Based Tree
CCITT Interna_tional Telephone and Telegraph Consultative
Committee
CE Customer Edge
CFD Connectivity Fault Detection
CFM Configuration File Management
CHAP Challenge Handshake Authentication Protocol
CIDR Classless Inter-Domain Routing
CIR Committed Information Rate
CIST Common and Internal Spanning Tree
CLNP Connectionless Network Protocol
CPOS Channelized POS
CPU Central Processing Unit
CQ Custom Queuing
CRC Cyclic Redundancy Check
CR-LSP Constraint-based Routing LSP
CR-LDP Constraint-based Routing LDP
CSMA/CD Carrier Sense Multiple Access/Collision Detect
CSNP Complete SNP
CSPF Constraint Shortest Path First
CST Common Spanning Tree
CT Call Transfer

A-2



Acronyms Full spelling
Ccv Connectivity Verification
D Return
DAR Deeper Application Recognition
DCE Data Circuit-terminal Equipment
DD Database Description
DDN Digital Data Network
DHCP Dynamic Host Configuration Protocol
DIS Designated IS
DLCI Data Link Connection Identifier
DLDP Device Link Detection Protocol
DNS Domain Name System
DoD Downstream on Demand
DoS Denial of Service
DR Designated Router
DSCP Differentiated Services Codepoint Priority
DSP Digital Signal Processor
DTE Data Terminal Equipment
DU Downstream Unsolicited
D-v Distance Vector Routing Algorithm
DVMRP Distance Vector Multicast Routing Protocol
DWDM Dense Wavelength Division Multiplexing
E Return
EACL Enhanced ACL
EAD Endpoint Admission Defense
EAP Extensible Authentication Protocol
EAPOL Extensible Authentication Protocol over LAN
EBGP External Border Gateway Protocol
EBS Excess Burst Size
EGP Exterior Gateway Protocol
ES End System
ES-IS End System-Intermediate System
F Return
FCoE Fabric Channel over Ethernet
FC Forwarding Class
FCS Frame Check Sequence
FDDI Fiber Distributed Data Interface
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Acronyms

Full spelling

FDI Forward Defect Indication

FEC Forwarding Equivalence Class

FFD Fast Failure Detection

FG Forwarding Group

FIB Forwarding information base

FIFO First In First Out

FQDN Full Qualified Domain Name

FR Frame Relay

FRR Fast ReRoute

FRTT Fairness Round Trip Time

FT Functional Test

FTP File Transfer Protocol

G Return
GARP Generic Attribute Registration Protocol

GE Gigabit Ethernet

GR Graceful Restart

GRE Generic Routing Encapsulation

GTS Generic Traffic Shaping

GVRP GARP VLAN Registration Protocol

H Return
HA High Availability

HABP HW Authentication Bypass Protocol

HDLC High-level Data Link Control

HEC Header Error Control

HoPE Hiberarchy of PE

HoVPN Hiberarchy of VPN

HQoS Hierarchical Quality of Service

HSB Hot Standby

HTTP Hyper Text Transport Protocol

H-VPLS Hiberarchy of VPLS

HVRP Hierarchy VLAN Register Protocol

HWTACACS g}L/JS,?(\e/IYnEI Terminal Access Controller Access Control
| Return
1A Incoming Access

IANA Internet Assigned Number Authority

IBGP Internal BGP
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Acronyms

Full spelling

IBM International Business Machines

ICMP Internet Control Message Protocol

ICMPV6 Internet Control Message Protocol for IPv6

ID IDentification/IDentity

IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force

IGMP Internet Group Management Protocol

IGMP-Snooping

Internet Group Management Protocol Snooping

IGP Interior Gateway Protocol

ILM Incoming Label Map

ILS Internet Locator Service

IN Intelligent Network

IP Internet Protocol

IPng IP Next Generation

IPSec IP Security

IPTN IP Phone Telephony Network

IPv6 Internet protocol version 6

IPX Internet Packet Exchange

IS Intermediate System

ISATAP Intra-Site Automatic Tunnel Addressing Protocol

ISDN Integrated Services Digital Network

1S-IS Intefme_diate Sy_stem-to-lntermediate System intra-domain
routing information exchange protocol

ISO International Organization for Standardization

ISP Internet service provider

ISSU In Service Software Upgrade

IST Internal Spanning Tree

TU-T International jl'elt_acommunicat'ion .Union -
Telecommunication Standardization Sector

K Return |

KB Kilobyte

KEK Key-encrypting key

L Return |

L2TP Layer 2 Tunneling Protocol

L2VPN Layer 2 VPN

L3VPN Layer 3 VPN

LACP Link Aggregation Control Protocol
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Acronyms

Full spelling

LACPDU Link Aggregation Control Protocol Data Unit
LAN Local Area Network

LCP Link Control Protocol

LDAP Lightweight Directory Access Protocol
LDP Label Distribution Protocol

LER Label Edge Router

LFIB Label Forwarding Information Base
LIB Label Information Base

LLC Link Layer Control

LLDP Link Layer Discovery Protocol

LOC Loss of continuity

LOG Call Logging

LR Line Rate

LRTT Loop Round Trip Time

LSA Link State Advertisement

LSAck Link State Acknowledgment

LSDB Link State Database

LSP Label Switch Path

LSPAGENT Label Switched Path AGENT

LSPDU Link State Protocol Data Unit

LSPM Label Switch Path Management

LSR Link State Request

LSR Label Switch Router

LSR-ID Label Switch Router Identity

LSU Link State Update

M Return
MAC Media Access Control

MAN Metropolitan Area Network

MaxBC Max Bandwidth Constraints

MBGP Multiprotocol Border Gateway Protocol
MD Multicast Domain

MDI Medium Dependent Interface

MDT Multicast Distribution Tree

MED multi-exit discrimination (MED)

MIB Management Information Base

MLD Multicast Listener Discovery Protocol
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Acronyms

Full spelling

MLD-Snooping

Multicast Listener Discovery Snooping

MMC Meet-Me Conference

MODEM MOdulator-DEModulator

MP Multilink PPP

MP-BGP Multiprotocol extensions for BGP-4
MPE Middle-level PE

MP-group Multilink Point to Point Protocol group
MPLS Multiprotocol Label Switching
MPLSFW Multi-protocol Label Switch Forward
MPM Multicast Port Management

MSC Mobile Switching Center

MSDP Multicast Source Discovery Protocol
MSOH Multiplex Section Overhead

MSTI Multi-Spanning Tree Instance

MSTP Multiple Spanning Tree Protocol

MT Multicast Tunnel

MTBF Mean Time Between Failure

MTI Multicast Tunnel Interface

MTU Maximum Transmission Unit

MVRF Multicast VPN Routing and Forwarding
N Return
NAPT Network Address Port Translation
NAS Network Access Server

NAT Net Address Translation

NBMA Non Broadcast Multi-Access

NBT NetBIOS over TCP/IP

NCP Network Control Protocol

ND Neighborhood discovery

NDA NetStream Data Analyzer

NDC Network Data Collector

NDP Neighbor Discovery Protocol
NetBIOS Network Basic Input/Output System
NHLFE Next Hop Label Forwarding Entry
NLPID Network Layer Protocol Identifier
NLRI Network Layer Reachable Information
NMS Network Management Station
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Acronyms

Full spelling

NPDU Network Protocol Data Unit

NPE Network Provider Edge

NQA Network Quality Analyzer

NSAP Network Service Access Point

NSC NetStream Collector

N-SEL NSAP Selector

NSSA Not-So-Stubby Area

NTDP Neighbor Topology Discovery Protocol

NTP Network Time Protocol

O Return
OAM Operation Administration and Maintenance
OAMPDU OAM Protocol Data Units

OC-3 OC-3

OID Obiject Identifier

oL Optical Line

oSl Open Systems Interconnection

OSPF Open Shortest Path First

P Return
P2MP Point to MultiPoint

P2P Point To Point

PAP Password Authentication Protocol

PCB Printed Circuit Board

PCM Pulse Code Modulation

PD Powered Device

PDU Protocol Data Unit

PE Provider Edge

PHP Penultimate Hop Popping

PHY Physical layer

PIM Protocol Independent Multicast

PIM-DM Protocol Independent Multicast-Dense Mode
PIM-SM Protocol Independent Multicast-Sparse Mode
PIR Peak Information Rate

PKCS Public Key Cryptography Standards

PKI Public Key Infrastructure

PMTU Path MTU

PoE Power over Ethernet
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Acronyms

Full spelling

POP Point Of Presence

POS Packet Over SDH

PPP Point-to-Point Protocol

PPTP Point to Point Tunneling Protocol

PPVPN Provider-provisioned Virtual Private Network
PQ Priority Queuing

PRC Primary Reference Clock

PRI Primary Rate Interface

PS Protection Switching

PSE Power Sourcing Equipment

PSNP Partial SNP

PVvC Permanent Virtual Channel

PW Pseudo wires

Q Return
QACL QoS/ACL

QinQ 802.1Q in 802.1Q

QoS Quality of Service

QQIC Querier's Query Interval Code

QRV Querier's Robustness Variable

R Return
RA Registration Authority

RADIUS Remote Authentication Dial in User Service
RAM random-access memory

RD Routing Domain

RD Router Distinguisher

RED Random Early Detection

RFC Request For comments

RIP Routing Information Protocol

RIPng RIP next generation

RM Route management

RMON Remote Monitoring

ROM Read Only Memory

RP Rendezvous Point

RPC Remote Procedure Call

RPF Reverse Path Forwarding

RPR Resilient Packet Ring
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Acronyms Full spelling
RPT Rendezvous Point Tree
RRPP Rapid Ring Protection Protocol
RSB Reservation State Block
RSOH Regenerator Section Overhead
RSTP Rapid Spanning Tree Protocol
RSVP Resource ReserVation Protocol
RTCP Real-time Transport Control Protocol
RTE Route Table Entry
RTP Real-time Transport Protocol
RTP Real-time Transport Protocol
S Return
SA Source Active
SBM Subnetwork Bandwidth Management
SCFF Single Choke Fairness Frame
SD Signal Degrade
SDH Synchronous Digital Hierarchy
SETS Synchronous Equipment Timing Source
SF Sampling Frequency
SFM Source-Filtered Multicast
SFTP Secure FTP
Share-MDT Share-Multicast Distribution Tree
SIP Session Initiation Protocol
Site-of-Origin Site-of-Origin
SLA Service Level Agreement
SMB Standby Main Board
SMTP Simple Mail Transfer Protocol
SNAP Sub Network Access Point
SNMP Simple Network Management Protocol
SNP Sequence Number Packet
SNPA Subnetwork Points of Attachment
SOH Section Overhead
SONET Synchronous Optical NETwork
SO0 Site-of-Origin
SP Strict Priority Queueing
SPE Superstratum PE/Sevice Provider-end PE
SPF Shortest Path First
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Acronyms

Full spelling

SPT Shortest Path Tree

SSH Secure Shell

SSM Synchronization Status Marker

SSM Source-Specific Multicast

ST Shared Tree

STM-1 SDH Transport Module -1

STM-16 SDH Transport Module -16

STM-16¢ SDH Transport Module -16¢

STM-4c SDH Transport Module -4c¢

STP Spanning Tree Protocol

SvC Signalling Virtual Connection

Switch-MDT Switch-Multicast Distribution Tree

T Return
TA Terminal Adapter

TACACS Terminal Access Controller Access Control System
TDM Time Division Multiplexing

TCP Transmission Control Protocol

TE Traffic Engineering

TEDB TE DataBase

TFTP Trivial File Transfer Protocol

TLS Transparent LAN Service

TLV Type-Length-Value

ToS Type of Service

TPID Tag Protocol Identifier

TRIP Trigger RIP

TS Traffic Shaping

TTL Time to Live

TTY True Type Terminal

U Return
UDP User Datagram Protocol

UPE Underlayer PE or User-end PE

URL Uniform Resource Locators

URPF Unicast Reverse Path Forwarding

USM User-Based Security Model

\4 Return
VBR Variable Bit Rate
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Acronyms

Full spelling

VCI Virtual Channel Identifier

VE Virtual Ethernet

VFS Virtual File System

VLAN Virtual Local Area Network

VLL Virtual Leased Lines

VOD Video On Demand

VolP Voice over IP

VOS Virtual Operate System

VPDN Virtual Private Dial-up Network
VPDN Virtual Private Data Network

VPI Virtual Path Identifier

VPLS Virtual Private Local Switch

VPN Virtual Private Network

VRID Virtual Router 1D

VRRP Virtual Router Redundancy Protocol
VSI Virtual Switch Interface

VT Virtual Tributary

VTY Virtual Type Terminal

W Return
WAN Wide Area Network

WFQ Weighted Fair Queuing

WINS Windows Internet Naming Service
WLAN wireless local area network

WRED Weighted Random Early Detection
WRR Weighted Round Robin

WTR Wait-to-Restore

WWW World Wide Web

X Return
XGE Ten-GigabitEthernet

VA Return
ZBR Zone Border Router
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The Access Volume is organized as follows:

Features Description

This document describes:

e Combo Port Configuration
e Basic Ethernet Interface Configuration
e Configuring Flow Control on an Ethernet Interface

e Configuring the Suppression Time of Physical-Link-State Change on
an Ethernet Interface

e Configuring Loopback Testing on an Ethernet Interface

Ethernet Interface e Configuring a Port Group

e Configuring Storm Suppression

e Setting the Interval for Collecting Ethernet Interface Statistics

e Enabling Forwarding of Jumbo Frames

e Enabling Loopback Detection on an Ethernet Interface

e Configuring the MDI Mode for an Ethernet Interface

e Testing the Cable on an Ethernet Interface

e Configuring the Storm Constrain Function on an Ethernet Interface

Link aggregation aggregates multiple physical Ethernet ports into one
logical link. This document describes:

e Basic Concepts of Link Aggregation

e Configuring a Static Aggregation Group

e Configuring a Dynamic Aggregation Group
e Configuring an Aggregate Interface

e Configuring a Load Sharing Mode for Load-Sharing Link Aggregation
Groups

Link aggregation

The port isolation feature allows you to isolate different ports within the

same VLAN. This document describes:

Port Isolation ) .
e Introduction to Port Isolation

e Configuring the Isolation Group




Features

Description

DLDP

In the use of fibers, link errors, namely unidirectional links, are likely to
occur. DLDP is designed to detect such errors. This document describes:

e DLDP Introduction

e Enabling DLDP

e Setting DLDP Mode

e Setting the Interval for Sending Advertisement Packets
e Setting the DelayDown Timer

e Setting the Port Shutdown Mode

e Configuring DLDP Authentication

e Resetting DLDP State

LLDP

LLDP enables a device to maintain and manage its own and its immediate
neighbor’s device information, based on which the network management
system detects and determines the conditions of the communications
links. This document describes:

e Introduction to LLDP

e Performing Basic LLDP Configuration

e Configuring the Encapsulation Format for LLDPDUs

e Configuring the Encapsulation Format of the Management Address
e Configuring CDP Compatibility

e Configuring LLDP Trapping

MSTP

MSTP is used to eliminate loops in a LAN. It is compatible with STP and
RSTP. This document describes:

e Introduction to MSTP

e Configuring the Root Bridge

e Configuring Leaf Nodes

e Performing mCheck

e Configuring Digest Snooping

e Configuring No Agreement Check
e Configuring Protection Functions

Smart Link

Smart Link is a solution for active-standby link redundancy backup and
rapid transition in dual-uplink networking. This document describes:

e Smart Link Overview
e Configuring a Smart Link Device
e Configuring an Associated Device

Monitor Link

Monitor link is a port collaboration function used to enable a device to be
aware of the up/down state change of the ports on an indirectly connected
link. This document describes:

e Monitor Link Overview
e Configuring Monitor Link

VLAN

Using the VLAN technology, you can partition a LAN into multiple logical
LANS. This document describes:

e Introduction to VLAN

e Types of VLAN

e Isolate-user-vlan configuration

e Introduction and Configuration of Voice VLAN




Features

Description

GVRP

GVRP is a GARP application. This document describes:
e GARP overview

e GVRP configuration

e GARP Timers configuration

QinQ

As defined in IEEE802.1Q, 12 bits are used to identify a VLAN ID, so a
device can support a maximum of 4094 VLANSs. The QinQ feature
extends the VLAN space by allowing Ethernet frames to travel across the
service provider network with double VLAN tags. This document
describes:

e Introduction to QinQ

e Configuring basic QinQ

e Configuring Selective QinQ

e Configuring the TPID Value in VLAN Tags

BPDU Tunnel

BPDU tunneling enables transparently transmission of customer network
BPDU frames over the service provider network. This document
describes:

e Introduction to BPDU Tunneling

e Configuring BPDU Transparent Transmission

e Configuring Destination Multicast MAC Address for BPDU Tunnel
Frames

Ethernet OAM

Ethernet OAM is a tool monitoring Layer-2 link status. It helps network
administrators manage their networks effectively. This document
describes:

e Ethernet OAM overview

e Configuring Basic Ethernet OAM Functions
e Configuring Link Monitoring

e Enabling OAM Loopback Testing

Connectivity Fault
Detection

Connectivity fault detection is an end-to-end, per-VLAN link-layer OAM
mechanism for link connectivity detection, fault verification, and fault
location. This document describes:

e Connectivity Fault Detection Overview
e Basic Configuration Tasks

e Configuring CC on MEPs

e Configuring LB on MEPs

e Configuring LT on MEPs

RRPP

RRPP is a link layer protocol designed for Ethernet rings. RRPP can
prevent broadcast storms caused by data loops when an Ethernet ring is
healthy, and rapidly restore the communication paths between the nodes
after a link is disconnected on the ring. This document describes:

e RRPP overview

e Configuring Master Node

e Configuring Transit Node

e Configuring Edge Node

e Configuring Assistant Edge Node
e Configuring Ring Group




Features

Description

Port Mirroring

Port mirroring copies packets passing through a port to another port
connected with a monitoring device for packet analysis to help implement
network monitoring and troubleshooting. This document describes:

e Port Mirroring overview
e Local port mirroring configuration
e Remote port mirroring configuration
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1 Ethernet Interface Configuration

General Ethernet Interface Configuration
Combo Port Configuration

Introduction to Combo port

A Combo port can operate as either an optical port or an electrical port. Inside the device there is only
one forwarding interface. For a Combo port, the electrical port and the corresponding optical port are
TX-SFP multiplexed. You can specify a Combo port to operate as an electrical port or an optical port.
That is, a Combo port cannot operate as both an electrical port and an optical port simultaneously.
When one is enabled, the other is automatically disabled.

Configuring Combo port state

Follow these steps to configure the state of a Combo port:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view !nterface interface-type —
interface-number

Optional

Enable a specified Combo port | undo shutdown By default, of the two ports in a
Combo port, the one with a

smaller port ID is enabled.

@ Note

In case of a Combo port, only one interface (either the optical port or the electrical port) is active at a
time. That is, once the optical port is active, the electrical port will be inactive automatically, and vice
versa.

Basic Ethernet Interface Configuration

Configuring an Ethernet interface

Three types of duplex modes are available to Ethernet interfaces:

e Full-duplex mode (full). Interfaces operating in this mode can send and receive packets
simultaneously.

e Half-duplex mode (half). Interfaces operating in this mode can either send or receive packets at a
given time.
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e Auto-negotiation mode (auto). Interfaces operating in this mode determine their duplex mode
through auto-negotiation.

Similarly, if you configure the transmission rate for an Ethernet interface by using the speed command
with the auto keyword specified, the transmission rate is determined through auto-negotiation too. For a
Gigabit Ethernet interface, you can specify the transmission rate by its auto-negotiation capacity.

Follow these steps to configure an Ethernet interface:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet interface interface-type .
interface view interface-number
Optional
Set the description g o By default, the description of an interface
string escription text is the interface name followed by the

“interface” string, GigabitEthernet1/0/1
Interface for example.

Optional
auto by default.

The optical interface of a Combo port
does not support the half keyword.

Set the duplex mode | duplex { auto | full | half }

Optional

The optical interface of a Combo port
speed {10 | 100 | 1000 | auto } | does not support the 10 or 100 keyword.

By default, the port speed is in the
auto-negotiation mode.

Set the transmission
rate

Optional

By default, an Ethernet interface is in up

Shut down the shutdown state.

Ethernet interface
To bring up an Ethernet interface, use the
undo shutdown command.

@ Note

10-Gigabit Ethernet ports do not support the duplex command or the speed command.

Configuring Flow Control on an Ethernet Interface

When flow control is enabled on both sides, if traffic congestion occurs at the ingress interface, it will
send a Pause frame notifying the egress interface to temporarily suspend the sending of packets. The
egress interface is expected to stop sending any new packet when it receives the Pause frame. In this
way, flow control helps to avoid dropping of packets. Note that this will be possible only after flow control
is enabled on both the ingress and egress interfaces.
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Follow these steps to enable flow control on an Ethernet interface:

To do... Use the command... Remarks

Enter system view system-view —

interface interface-type

Enter Ethernet interface view .
interface-number

Required
Disabled by default

Enable flow control flow-control

Configuring the Suppression Time of Physical-Link-State Change on an Ethernet
Interface

An Ethernet interface operates in one of the two physical link states: up or down. During the
suppression time, physical-link-state changes will not be propagated to the system. Only after the
suppression time has elapsed will the system be notified of the physical-link-state changes by the
physical layer. This functionality reduces the extra overhead occurred due to frequent
physical-link-state changes within a short period of time.

Follow these steps to configure the suppression time of physical-link-state changes on an Ethernet
interface:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view !nterface interface-type —
interface-number

_ Required
Configure the up/down . .
suppression time of link-delay delay-time By default, the physical-link-state
physical-link-state changes change suppression time is not
configured.

Configuring Loopback Testing on an Ethernet Interface

You can enable loopback testing to check whether the Ethernet interface functions properly. Note that
no data packets can be forwarded during the testing. Loopback testing falls into the following two
categories:

e Internal loopback testing, which is performed within switching chips to test the functions related to
the Ethernet interfaces.

e External loopback testing, which is used to test the hardware functions of an Ethernet interface. To
perform external loopback testing on an Ethernet interface, you need to install a loopback plug on
the Ethernet interface. In this case, packets sent from the interface are received by the same
interface.

Follow these steps to enable Ethernet interface loopback testing:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view !nterface interface-type —
interface-number
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To do... Use the command... Remarks

Optional

Enable loopback testing loopback { external |internal } |
Disabled by default.

@ Note

e As for the internal loopback test and external loopback test, if an interface is down, only the former
is available on it; if the interface is shut down, both are unavailable.

e The speed, duplex, mdi, and shutdown commands are not applicable during loopback testing.

e With the loopback testing enabled, the Ethernet interface operates in full duplex mode. With the
loopback testing disabled, the original configurations will be restored.

Configuring a Port Group

The devices allow you to configure some functions on multiple interfaces at a time by assigning the
interfaces to a port group in addition to configuring them on a per-interface basis. This is helpful when
you have to configure a feature in the same way on multiple interfaces.

A port group is created manually and the settings you made on it apply to all group member interfaces.
Note that even though the settings are made on the port group, they are saved on an interface basis
rather than on a port group basis. Thus, you can only view the settings in the view of each interface with
the display current-configuration command or the display this command.

Follow these steps to configure a manual port group:

To do... Use the command... Remarks
Enter system view system-view —
Create a manual port group and enter | port-group manual Required
manual port group view port-group-name q
Add Ethernet interfaces to the manual . . :
group-member interface-list Required

port group

Configuring Storm Suppression

You can use the following commands to suppress the broadcast, multicast, and unknown unicast traffic.
In interface configuration mode, the suppression ratio indicates the maximum broadcast, multicast or
unknown unicast traffic that is allowed to pass through an interface. When the broadcast, multicast, or
unknown unicast traffic over the interface exceeds the threshold, the system will discard the extra
packets so that the broadcast, multicast or unknown unicast traffic ratio can drop below the limit to
ensure that the network functions properly.
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@ Note

The storm suppression ratio settings configured for an Ethernet interface may get invalid if you enable
the storm constrain for the interface. For information about the storm constrain function, see

Configuring the Storm Constrain Function on an Ethernet Interface.

Follow these steps to set storm suppression ratios for one or multiple Ethernet interfaces:

Use the command...

Remarks

system-view

interface interface-type
interface-number

To do...

Enter system view

Enter
Enter Ethernet
Ethernet interface
interface view
view or port
group view Enter port

group view

port-group manual
port-group-name

Use either command.

If configured in Ethernet interface view,
this feature takes effect on the current
port only; if configured in port group
view, this feature takes effect on all
ports in the port group.

Set the broadcast storm
suppression ratio

broadcast-suppression
{ ratio | pps max-pps }

Optional

By default, all broadcast traffic is
allowed to pass through an interface,
that is, broadcast traffic is not
suppressed.

Set the multicast storm
suppression ratio

multicast-suppression
{ ratio | pps max-pps }

Optional

By default, all multicast traffic is
allowed to pass through an interface,
that is, multicast traffic is not
suppressed.

Set the unknown unicast
storm suppression ratio

unicast-suppression
{ ratio | pps max-pps }

Optional

By default, all unknown unicast traffic
is allowed to pass through an interface,
that is, unknown unicast traffic is not
suppressed.

@ Note

If you set storm suppression ratios in Ethernet interface view or port group view repeatedly for an

Ethernet interface that belongs to a port group, only the latest settings take effect.
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Setting the Interval for Collecting Ethernet Interface Statistics

Follow these steps to configure the interval for collecting interface statistics:

To do... Use the command... Remarks
Enter system view system-view —
Configure the interval interface interface-type Optional

interface-number

for qol]ecting interface The default interval for collecting
statistics flow-interval interval interface statistics is 300 seconds.

Enabling Forwarding of Jumbo Frames

Due to tremendous amount of traffic occurring on an Ethernet interface, it is likely that some frames
greater than the standard Ethernet frame size are received. Such frames (called jumbo frames) will be
dropped. With forwarding of jumbo frames enabled, the system does not drop all the jumbo frames.
Instead, it continues to process jumbo frames with a size greater than the standard Ethernet frame size
and yet within the specified parameter range.

In interface configuration mode (Ethernet interface view/port-group view), you can set the length of
jumbo frames that can pass through the Ethernet interface.

e If you execute the command in Ethernet interface view, the configurations take effect only on the
current interface.

e Ifyou execute the command in port-group view, the configurations take effect on all ports in the port
group.

Follow these steps to enable the forwarding of jumbo frames:

To do... Use the command... Remarks
Enter system view system-view —
port-group manual

In port-group port-group-name Use any command.
Enable the | VIEW . By default, the device
forwarding of jumboframe enable allows jumbo frames with
jumbo interface interface-type the length of 9.216 bytes to
frames In Ethernet interface-number pass through all Layer 2

interface view Ethernet interfaces.

jumboframe enable

Enabling Loopback Detection on an Ethernet Interface

If a port receives a packet that it sent out, a loop occurs. Loops may cause broadcast storms. The
purpose of loopback detection is to detect loops on an interface.

When loopback detection is enabled on an Ethernet interface, the device periodically checks whether
the ports have any external loopback. If it detects a loopback on a port, the device will set that port to be
under loopback detection mode.

e Ifloops are detected on an access port, the port will be blocked. Meanwhile, trap messages will be
sent to the terminal, and the corresponding MAC address forwarding entries will be removed.

e Ifloops are detected on a trunk port or a hybrid port, trap messages are sent to the terminal. If the
loopback detection control function is also enabled on the port, the port will be blocked, trap
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messages will be sent to the terminal, and the corresponding MAC address forwarding entries will

be removed.

Follow these steps to configure loopback detection:

To do...

Use the command...

Remarks

Enter system view

system-view

Enable global loopback
detection

loopback-detection enable

Required
Disabled by default

Configure the interval for port
loopback detection

loopback-detection
interval-time time

Optional
30 seconds by default

Enter Ethernet interface view

interface interface-type
interface-number

Enable loopback detection on a
port

loopback-detection enable

Required
Disabled by default

Enable loopback detection
control on a trunk port or a
hybrid port

loopback-detection control
enable

Optional
Disabled by default

Enable loopback detection in all
the VLANS to which trunk or
hybrid ports belong

loopback-detection per-vlan
enable

Optional

Enabled only in the default
VLAN(s) with trunk port or
hybrid ports

A Caution

e Loopback detection on a given port is enabled only after the loopback-detection enable
command has been configured in both system view and the interface view of the port.

e Loopback detection on all ports will be disabled after the configuration of the undo
loopback-detection enable command under system view.

Configuring the MDI Mode for an Ethernet Interface

@ Note

10-Gigabit Ethernet ports and combo ports operating as optical interfaces do not support this function.

Two types of Ethernet cables can be used to connect Ethernet devices: crossover cable and
straight-through cable. To accommodate these two types of cables, an Ethernet interface on a device
can operate in one of the following three Medium Dependent Interface (MDI) modes:

e Across mode
e Normal mode
e Auto mode
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An Ethernet interface is composed of eight pins. By default, each pin has its particular role. For example,
pin 1 and pin 2 are used for transmitting signals; pin 3 and pin 6 are used for receiving signals. You can
change the pin roles through setting the MDI mode. For an Ethernet interface in normal mode, the pin
roles are not changed. For an Ethernet interface in across mode, pin 1 and pin 2 are used for receiving
signals; pin 3 and pin 6 are used for transmitting signals. To enable normal communication, you should
connect the local transmit pins to the remote receive pins. Therefore, you should configure the MDI
mode depending on the cable types.

e Normally, the auto mode is recommended. The other two modes are useful only when the device
cannot determine the cable type.

e When straight-through cables are used, the local MDI mode must be different from the remote MDI
mode.

e When crossover cables are used, the local MDI mode must be the same as the remote MDI mode,
or the MDI mode of at least one end must be set to auto.

Follow these steps to configure the MDI mode for an Ethernet interface:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view !nterface interface-type —
interface-number

Optional

Configure the MDI mode for the | . {across | auto | normal } Defaults to auto. That is, the
Ethernet interface Ethernet interface determines

the physical pin roles (transmit
or receive) through negotiation.

Testing the Cable on an Ethernet Interface

@ Note

e 10-Gigabit Ethernet ports and Combo ports operating as optical interfaces do not support this
feature.

e Alinkinthe up state goes down and then up automatically if you perform the operation described in
this section on one of the Ethernet interfaces forming the link.

Follow these steps to test the current operating state of the cable connected to an Ethernet interface:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view !nterface interface-type —
interface-number

Test the cable connected to the

Ethernet interface once virtual-cable-test Required
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Configuring the Storm Constrain Function on an Ethernet Interface

The storm constrain function suppresses packet storms in an Ethernet. With this function enabled on an
interface, the system detects the multicast traffic, or broadcast traffic passing through the interface
periodically and takes corresponding actions (that is, blocking or shutting down the interface and
sending trap messages and logs) when the traffic detected exceeds the threshold.

A Caution

Alternatively, you can configure the storm suppression function to control a specific type of traffic. As
the function and the storm constrain function are mutually exclusive, do not enable them at the same
time on an Ethernet interface. For example, with broadcast storm suppression ratio set on an Ethernet
interface, do not enable the storm constrain function for broadcast traffic on the interface. Refer to
Configuring Storm Suppression for information about the storm suppression function.

With the storm constrain function enabled on an Ethernet interface, you can specify the system to act as
follows when the traffic detected exceeds the threshold.

e Blocking the interface. In this case, the interface is blocked and thus stops forwarding the traffic of
this type till the traffic detected is lower than the threshold. Note that an interface blocked by the
storm constrain function can still forward other types of traffic and monitor the blocked traffic.

e Shutting down the interface. In this case, the interface is shut down and stops forwarding all types
of traffic. Interfaces shut down by the storm constrain function can only be brought up by using the
undo shutdown command or disabling the storm constrain function.

Follow these steps to configure the storm constrain function on an Ethernet interface:

To do... Use the command... Remarks

Enter system view system-view —

Optional
10 seconds by default

storm-constrain interval
seconds

Set the interval for generating
traffic statistics

Enter Ethernet interface view !nterface interface-type —
interface-number

Enable the storm constrain
function and set the lower
threshold and the upper
threshold

storm-constrain { broadcast |
multicast } { pps | kbps |
ratio } max-pps-values
min-pps-values

Required
Disabled by default

Set the action to be taken when
the traffic exceeds the upper
threshold

Optional
Disabled by default

storm-constrain control
{block | shutdown }

Optional

By default, the system sends
trap messages when the traffic

Specify to send trap messages
when the traffic detected

exceeds the upper threshold or
drops down below the lower
threshold from a point higher
than the upper threshold

storm-constrain enable trap

detected exceeds the upper
threshold or drops down below
the lower threshold from a point
higher than the upper
threshold.
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To do...

Use the command...

Remarks

Specify to send log when the
traffic detected exceeds the
upper threshold or drops down

Optional

By default, the system sends
log when the traffic detected

storm-constrain enable log exceeds the upper threshold or

drops down below the lower
threshold from a point higher
than the upper threshold.

below the lower threshold from
a point higher than the upper
threshold

@ Note

e For network stability sake, configure the interval for generating traffic statistics to a value that is not
shorter than the default.

e The storm constrain function, after being enabled, requires a complete statistical period (specified
by the storm-constrain interval command) to collect traffic data, and analyzes the data in the next
period. Thus, it is normal that a period longer than one statistic period is waited for a control action
to happen if you enable the function while the packet storm is present. However, the action will be
taken within two periods.

e The storm constrain function is applicable to multicast packets, and broadcast packets; and you
can specify the upper and lower threshold for any of the three types of packets.

Displaying and Maintaining an Ethernet Interface

To do... Use the command... Remarks

Display the current state of an
interface/subinterface and the
related information

display interface
[ interface-type
[ interface-number ] ]

Available in any view

display brief interface

[ interface-type

[ interface-number ] ][ | { begin
| exclude | include }
regular-expression |

Display the summary of an

interface/subinterface Avallable in any view

Display information about
discarded packets on an
interface

display packet-drop interface
[ interface-type
[ interface-number ] ]

Available in any view

Display summary information
about discarded packets on all
interfaces

display packet-drop

Available in any view
summary

reset counters interface
[ interface-type
[ interface-number ] ]

Clear the statistics of an

) ; Available in user view
interface/subinterface

reset packet-drop interface
[ interface-type
[ interface-number ] ]

Clear the statistics of discarded

. Available in user view
packets on an interface

Display the Combo ports and
the corresponding
optical/electrical ports

display port combo Available in any view
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To do...

Use the command...

Remarks

Display the information about a
manual port group or all the
port groups

display port-group manual
[ all | name port-group-name ]

Available in any view

Display the information about
the loopback function

display loopback-detection

Available in any view

Display the information about
storm constrain

display storm-constrain
[ broadcast | multicast ]
[ interface interface-type
interface-number ]

Available in any view
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1 Link Aggregation Configuration

When configuring link aggregation, go to these sections for information you are interested in:

e Overview

e Link Aggregation Configuration Task List

e Configuring an Aggregation Group

e Configuring an Aggregate Interface

e Configuring a Load Sharing Mode for Load-Sharing Link Aggregation Groups
e Displaying and Maintaining Link Aggregation

e Link Aggregation Configuration Examples

Overview

Link aggregation aggregates multiple physical Ethernet ports into one logical link, also called an
aggregation group.

It allows you to increase bandwidth by distributing traffic across the member ports in the aggregation
group. In addition, it provides reliable connectivity because these member ports can dynamically back
up each other.

Basic Concepts of Link Aggregation

Aggregate interface
An aggregate interface is a logical Layer 2 or Layer-3 aggregate interface.
Aggregation group

An aggregation group is a collection of Ethernet interfaces. When you create an aggregate interface, an
aggregation group numbered the same is created automatically depending on the type of the aggregate
interface:

e If the aggregate interface is a Layer 2 interface, a Layer 2 aggregation group is created. You can
assign only Layer 2 Ethernet interfaces to the group.

e If the aggregate interface is a Layer-3 interface, a Layer-3 aggregation group is created. You can
assign only Layer-3 Ethernet interfaces to the group.

@ Note

The current device only supports Layer 2 aggregation groups.

States of the member ports in an aggregation group

A member port in an aggregation group can be in one of the following two states:
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e Selected: a selected port can forward user traffic.
e Unselected: an unselected port cannot forward user traffic.

The rate of an aggregate interface is the sum of the selected member ports’ rates. The duplex mode of
an aggregate interface is consistent with that of the selected member ports. Note that all selected
member ports use the same duplex mode.

For how the state of a member port is determined, refer to Static aggregation mode and Dynamic
aggregation mode.

LACP protocol

The Link Aggregation Control Protocol (LACP) is defined in IEEE 802.3ad. It uses link aggregation
control protocol data units (LACPDUSs) for information exchange between LACP-enabled devices.

LACP is automatically enabled on interfaces in a dynamic aggregation group. For information about
dynamic aggregation groups, refer to Dynamic aggregation mode. An LACP-enabled interface sends
LACPDUs to notify the remote system (the partner) of its system LACP priority, system MAC address,
LACP port priority, port number, and operational key. Upon receiving an LACPDU, the partner
compares the received information with the information received on other interfaces to determine the

interfaces that can operate as selected interfaces. This allows the two systems to reach an agreement
on which link aggregation member ports should be placed in selected state.

Operational key

When aggregating ports, link aggregation control automatically assigns each port an operational key
based on the port attributes, including the configurations of the port rate, duplex mode and link state.

In a link aggregation group, all member ports in the selected state have the same operation key.
Class-two configurations

Class-two configurations are listed in Table 1-1. In an aggregation group, if the configurations of a
member port are different from the class-two configurations, that member port cannot be a selected
port.

Table 1-1 Class-two configurations

Type Considerations

Whether a port has joined an isolation group, and the isolation group that the port

Port isolation
belongs to

QinQ enable state (enable/disable), outer VLAN tags to be added, inner-to-outer
QinQ VLAN priority mappings, inner-to-outer VLAN tag mappings, inner VLAN ID
substitution mappings

Permitted VLAN IDs, default VLAN, link type (trunk, hybrid, or access), IP

VLAN subnet-based VLAN configuration, protocol-based VLAN configuration, tag mode

MAC address learning capability, MAC address learning limit, forwarding of frames
with unknown destination MAC addresses after the upper limit of the MAC address
table is reached

MAC address
learning
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@ Note

Some configurations are called class-one configurations. Such configurations, for example, GVRP
and MSTP, can be configured on aggregate interfaces and member ports but are not considered
during operational key calculation.

The change of a class-two configuration setting may affect the select state of link aggregation
member ports and thus the ongoing service. To prevent unconsidered change, a message warning
of the hazard will be displayed when you attempt to change a class-two setting, upon which you
can decide whether to continue your change operation.

Link Aggregation Modes

Depending on the link aggregation procedure, link aggregation operates in one of the following two
modes:

Static aggregation mode
Dynamic aggregation mode

Static aggregation mode

LACP is disabled on the member ports in a static aggregation group. In a static aggregation group, the
system sets a port to selected or unselected state by the following rules:

Select a port as the reference port from the ports that are in up state and with the same class-two
configurations as the corresponding aggregate interface. These ports are selected in the order of
full duplex/high speed, full duplex/low speed, half duplex/high speed, and half duplex/low speed,
with full duplex/high speed being the most preferred. If two ports with the same duplex mode/speed
pair are present, the one with the lower port number wins out.

Consider the ports in up state with the same port attributes and class-two configurations as the
reference port as candidate selected ports, and set all others in the unselected state.

Static aggregation limits the number of selected ports in an aggregation group. When the number
of the candidate selected ports is under the limit, all the candidate selected ports become selected
ports. When the limit is exceeded, set the candidate selected ports with smaller port numbers in the
selected state and those with greater port numbers in the unselected state.

If all the member ports are down, set their states to unselected.

Set the ports that cannot aggregate with the reference port to the unselected state.

A Caution

A port that joins the aggregation group after the limit on the number of selected ports has been reached

will not be placed in the selected state even if it should be in normal cases. This can prevent the ongoing

traffic on the current selected ports from being interrupted. You should avoid the situation however, as

this may cause the selected/unselected state of a port to change after a reboot.
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Dynamic aggregation mode

LACP is enabled on member ports in a dynamic aggregation group.
In a dynamic aggregation group,

e A selected port can receive and transmit LACPDUSs.
e Anunselected port can receive and send LACPDUSs only if it is up and with the same configurations
as those on the aggregate interface.

In a dynamic aggregation group, the system sets the ports to selected or unselected state in the
following steps:

1) The local system (the actor) negotiates with the remote system (the partner) to determine port state
based on the port IDs on the end with the preferred system ID. The following is the detailed
negotiation procedure:

e Compare the system ID (comprising the system LACP priority and the system MAC address) of the
actor with that of the partner. The system with the lower LACP priority wins out. If they are the same,
compare the system MAC addresses. The system with the smaller MAC address wins out.

e Compare the port IDs of the ports on the system with the smaller system ID. A port ID comprises a
port LACP priority and a port number. First compare the port LACP priorities. The port with the
lower LACP priority wins out. If two ports are with the same LACP priority, compare their port
numbers. The port with the smaller port ID, that is, the port with smaller port number, is selected as
the reference port.

e If a port (in up state) is with the same port attributes and class-two configuration as the reference
port, and the peer port of the port is with the same port attributes and class-two configurations as
the peer port of the reference port, consider the port as a candidate selected port; otherwise set the
port to the unselected state.

e The number of selected ports that an aggregation group can contain is limited. When the number of
candidate selected ports is under the limit, all the candidate selected ports are set to selected state.
When the limit is exceeded, the system selects the candidate selected ports with smaller port IDs
as the selected ports, and set other candidate selected ports to unselected state. At the same time,
the peer device, being aware of the changes, changes the state of its ports accordingly.

2) Set the ports that cannot aggregate with the reference port to the unselected state.

@ Note

For static and dynamic aggregation modes:

e In an aggregation group, the port to be a selected port must be the same as the reference port in
port attributes, and class-two configurations. To keep these configurations consistent, you should
configure the port manually.

e Because changing a port attribute or class-two configuration setting of a port may cause the select
state of the port and other member ports to change and thus affects services, you are
recommended to do that with caution.

Load Sharing Mode of an Aggregation Group

A link aggregation groups operates in load sharing aggregation mode or non-load sharing mode.
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The system sets the load sharing mode of an aggregation group as follows:

¢ When hardware resources are available, a link aggregation group with at least two selected ports
operates in load sharing mode. The load sharing mode of a link aggregation group with only one
selected port is non-load sharing mode.

e After hardware resources become depleted (a number of 128 link aggregation groups have been
created in the system), all the link aggregation groups operate in non-load sharing mode.

@ Note

e After you remove all ports but one selected port from a load-sharing aggregation group, the
aggregation group remains to be a load sharing group.

e A load-sharing aggregation group contains at least one selected port while a non-load-sharing
aggregation group can only have one selected port at most.

e After hardware resources become depleted, all new link aggregation groups operate in non-load
sharing mode. They will not perform load sharing even after resources become available again for
example after some aggregation groups are removed. To have them perform load sharing, you can
re-enable their corresponding aggregation interfaces by shutting down and then bringing up the
interfaces.

Link Aggregation Configuration Task List

Complete the following tasks to configure link aggregation:

Task Remarks
Configuring an Configuring a Static Aggregation Group Required
Aggregation Group Configuring a Dynamic Aggregation Group Perform either of the tasks
Configuring the Description of an Aggregate Optional
Interface
Configuring an . . . .
Agaregate Interface Enabling LinkUp/LinkDown Trap Generation Optional
for an Aggregate Interface
Shutting Down an Agaregate Interface Optional
Configuring a Load Sharing Mode for Load-Sharing Link Aggregation Optional

Groups
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Configuring an Aggregation Group

@ Note

e The following ports cannot be assigned to an aggregation group: Stack ports, RRPP-enabled ports,
MAC address authentication-enabled ports, port security-enabled ports, IP source guard-enabled
ports, and 802.1x-enabled ports.

e You are recommended not to assign reflector ports of port mirroring to an aggregation group. For
details about reflector ports, refer to Port Mirroring Configuration in the Access Volume.

Configuring a Static Aggregation Group

Follow these steps to configure a Layer 2 static aggregation group:

To do... Use the command... Remarks
Enter system view system-view —
Required
Create a Layer 2 When you create a Layer 2
aggregate interface and | interface bridge-aggregation aggregate interface, a Layer 2
enter the Layer 2 interface-number static aggregation group
aggregate interface view numbered the same is created

automatically.

Exit to system view quit —

Enter Ethernet interface | interface interface-type )
view interface-number Required
Repeat the two steps to assign

Assign the Ethernet . . multiple Ethernet interfaces to
interface to the port link-aggregation group number | iye aggregation group.

aggregation group

A Caution

e Removing a Layer 2 aggregate interface also removes the corresponding aggregation group. At
the same time, the member ports of the aggregation group, if any, leave the aggregation group.

e To guarantee a successful static aggregation, ensure that the ports at the two ends of each link to
be aggregated are consistent in the selected/unselected state.
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Configuring a Dynamic Aggregation Group

Follow these steps to configure a Layer 2 dynamic aggregation group:

To do...

Use the command...

Remarks

Enter system view

system-view

Set the system LACP
priority

lacp system-priority
system-priority

Optional

By default, the system LACP priority is
32768.

Changing the system LACP priority
may affect the selected/unselected
state of the ports in the dynamic
aggregation group.

Create a Layer 2
aggregate interface and
enter the Layer 2
aggregate interface view

interface
bridge-aggregation
interface-number

Required

When you create a Layer 2 aggregate
interface, a Layer 2 static aggregation
group numbered the same is created
automatically.

Configure the
aggregation group to
work in dynamic
aggregation mode

link-aggregation mode
dynamic

Required

By default, an aggregation group
works in static aggregation mode.

Exit to system view

quit

Enter Layer 2 Ethernet
interface view

interface interface-type
interface-number

Assign the Ethernet
interface to the
aggregation group

port link-aggregation group
number

Required

Repeat the two steps to assign multiple
Ethernet interfaces to the aggregation
group.

Assign the port a LACP
priority

lacp port-priority
port-priority

Optional

By default, the LACP priority of a port is
32768.

Changing the LACP priority of a port
may affect the selected/unselected
state of the ports in the dynamic
aggregation group.
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A Caution

e Removing a dynamic aggregate interface also removes the corresponding aggregation group. At

the same time, the member ports of the aggregation group, if any, leave the aggregation group.

e To guarantee a successful dynamic aggregation, ensure that the peer ports of the ports
aggregated at one end are also aggregated. The two ends can automatically negotiate the selected

state of the ports.

¢ When a load-sharing aggregation group becomes a non-load-sharing aggregation group because
of insufficient load sharing resources, one of the following problems may occur: the number of
selected ports of the actor is inconsistent with that of the partner, which may result in incorrect
traffic forwarding; the peer port of a selected port is an unselected one, which may result in
upper-layer protocol and traffic forwarding anomalies. You should fully consider the situation when

making configuration.

Configuring an Aggregate Interface

You can perform the following configurations for an aggregate interface:

e Configuring the Description of an Aggregate Interface

e Enabling LinkUp/LinkDown Trap Generation for an Aggregate Interface

e Shutting Down an Aggregate Interface

Configuring the Description of an Aggregate Interface

Follow these steps to configure the description of an aggregate interface:

To do...

Use the command...

Remarks

Enter system view

system-view

Enter Layer 2 aggregate
interface view

interface bridge-aggregation
interface-number

Configure the description of
the aggregate interface

description text

Optional

By default, the description of an
interface is interface-name
Interface, such as
Bridge-Aggregationl Interface.

Enabling LinkUp/LinkDown Trap Generation for an Aggregate Interface

To enable an aggregate interface to generate linkUp/linkDown trap messages when the state of the

interface changes, you should enable linkUp/linkDown trap generation on the aggregate interface.
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Follow these steps to enable linkUp/linkDown trap generation for an aggregate interface:

To do... Use the command... Remarks

Enter system view system-view —

Optional
. snmp-agent trap enable . .
Enable the trap function [Standard [ linkdown | Iinkup ] By default, ImkUp/ImkDown

globally *] trap generation is enabled
globally and on all interfaces.

Enter aggregate interface interface bridge-aggregation
view interface-number

Enable linkUp/linkDown trap

: Optional
generation for the aggregate | enable snmp trap updown
interface Enabled by default

Shutting Down an Aggregate Interface

Shutting down or bringing up an aggregate interface affects the selected state of the ports in the
corresponding aggregation group. When an aggregate interface is shut down, all selected ports in its
aggregation group become unselected; when the aggregate interface is brought up, the selected state
of the ports in the corresponding aggregation group is re-calculated.

Follow these steps to shut down an aggregate interface:

To do... Use the command... Remarks

Enter system view system-view —

Enter Layer 2 aggregate interface bridge-aggregation |

interface view interface-number
Required

Shut down the aggregate shutdown ,

interface By default, aggregate interfaces
are up.

A Caution

After shutting down an aggregate interface, you are recommended not to use the shutdown command
and then the undo shutdown command on the member interfaces of the corresponding link
aggregation group. Otherwise, the member interfaces may be brought up.

Configuring a Load Sharing Mode for Load-Sharing Link
Aggregation Groups

The hash algorithm is adopted to calculate load sharing for load-sharing link aggregation groups. Hash
keys used for calculation could be service port numbers, IP addresses, MAC addresses, incoming ports,
or any combinations of them. One hash key or a combination of multiple hash keys represents a load
sharing mode. You can change the load sharing mode of a link aggregation group for different types of
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traffic as needed. For example, for Layer 3 traffic, you can use IP addresses as hash keys for load
sharing calculation.

Follow these steps to configure load sharing mode for link aggregation groups:

To do... Use the command... Remarks

Enter system view | system-view —

link-aggregation Optional
load-sharing mode

{ destination-ip |
destination-mac |
destination-port |
ingress-port | source-ip |
source-mac | source-port } | The setting you made applies to all

* load-sharing link aggregation groups.

By default, the hash keys for Layer 2 packets
are source/destination MAC addresses, and
those for Layer-3 packets are
source/destination IP addresses.

Configure the link
aggregation load
sharing mode

@ Note

Currently, the hash keys for a switch are source IP addresses, destination IP addresses, source MAC
addresses, destination MAC addresses, source ports, destination ports, or the combination of these
fields carried in packets (excluding the combination of MAC addresses with IP addresses, source ports,
or destination ports). The ingress-port parameter can only be used as a hash key when combined with
a MAC address, not when combined with an IP address, source port, or destination port. The parameter
alone cannot be used as a hash key either.

Displaying and Maintaining Link Aggregation

To do...

Use the command... Remarks

Display the local system ID

display lacp system-id Available in any view

Display the aggregation
group-specific load sharing
mode

display link-aggregation

load-sharing mode Available in any view

Display link aggregation details
of ports

display link-aggregation
member-port [ interface-type
interface-number [ to interface-type
interface-number ] |

Available in any view

Display the summary
information of all aggregation
groups

display link-aggregation

Available in any view
summary

Display detailed information of
aggregation groups

display link-aggregation verbose
[ bridge-aggregation Available in any view
[ interface-number ] ]

Clear the LACP statistics of
ports

reset lacp statistics [ interface
interface-type interface-number [to | Available in user view
interface-type interface-number ] ]
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Link Aggregation Configuration Examples
Layer 2 Static Aggregation Configuration Example

Network requirements
As shown in Figure 1-1, Device A and Device B are connected through their respective Ethernet ports
GigabitEthernet1/0/1 to GigabitEthernet1/0/3.

Aggregate the ports on each device to form a static link aggregation group, thus balancing outgoing
traffic across the member ports. In addition, perform load sharing based on source and destination MAC
addresses.

Figure 1-1 Network diagram for Layer 2 static aggregation

Device A

Link aggregation

GE1/0/3 \“/ GE1/0/3

GE1/0/1 /L\ GE1/0/1

Device B

Configuration procedure

1) Configure Device A

# Configure the device to perform load sharing based on source and destination MAC addresses for link
aggregation groups.
<DeviceA> system-view

[DeviceA] link-aggregation load-sharing mode source-mac destination-mac

# Create Layer 2 aggregate interface Bridge-aggregation 1.

[DeviceA] interface bridge-aggregation 1

[DeviceA-Bridge-Aggregationl] quit

# Assign Layer 2 Ethernet interfaces GigabitEthernet1/0/1 through GigabitEthernet1/0/3 to aggregation
group 1.

[DeviceA] interface GigabitEthernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] port link-aggregation group 1
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface GigabitEthernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] port link-aggregation group 1
[DeviceA-GigabitEthernetl/0/2] quit

[DeviceA] interface GigabitEthernet 1/0/3
[DeviceA-GigabitEthernetl/0/3] port link-aggregation group 1
2) Configure Device B

Follow the same configuration procedure performed on Device A to configure Device B.
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Layer 2 Dynamic Aggregation Configuration Example

Network requirements
As shown in Figure 1-2, Device A and Device B are connected through their respective Ethernet ports
GigabitEthernet1/0/1 to GigabitEthernet1/0/3.

Aggregate the ports on each device to form a dynamic link aggregation group, thus balancing outgoing
traffic across the member ports. In addition, perform load sharing based on source and destination MAC
addresses.

Figure 1-2 Network diagram for Layer 2 dynamic aggregation

Device A
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Device B

Configuration procedure

1) Configure Device A

# Configure the device to perform load sharing based on source and destination MAC addresses for link
aggregation groups.
<DeviceA> system-view

[DeviceA] link-aggregation load-sharing mode source-mac destination-mac

# Create a Layer 2 aggregate interface Bridge-Aggregation 1 and configure the interface to work in
dynamic aggregation mode.

[DeviceA] interface bridge-aggregation 1
[DeviceA-Bridge-Aggregationl] link-aggregation mode dynamic

[DeviceA-Bridge-Aggregationl] quit

# Assign Layer 2 Ethernet interfaces GigabitEthernet 1/0/1 through GigabitEthernet 1/0/3 to
aggregation group 1.

[DeviceA] interface GigabitEthernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] port link-aggregation group 1
[DeviceA- GigabitEthernetl/0/1] quit

[DeviceA] interface GigabitEthernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] port link-aggregation group 1
[DeviceA-GigabitEthernetl/0/2] quit

[DeviceA] interface GigabitEthernet 1/0/3
[DeviceA-GigabitEthernetl/0/3] port link-aggregation group 1
2) Configure Device B

Follow the same configuration procedure performed on Device A to configure Device B.
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1 Port Isolation Configuration

When configuring port isolation, go to these sections for information you are interested in:

e Introduction to Port Isolation

e  Configuring the Isolation Group for a Single-Isolation-Group Device
e Displaying and Maintaining Isolation Groups

e Port Isolation Configuration Example

Introduction to Port Isolation

Usually, Layer 2 traffic isolation is achieved by assigning ports to different VLANs. To save VLAN
resources, port isolation is introduced to isolate ports within a VLAN, allowing for great flexibility and
security.

Currently:

e Some devices support only one isolation group that is created automatically by the system as
isolation group 1. These devices are referred to as single-isolation-group devices. You can neither
remove the isolation group nor create other isolation groups on such devices.

e There is no restriction on the number of ports assigned to an isolation group.

Configuring the Isolation Group for a Single-Isolation-Group Device
Assigning a Port to the Isolation Group

Follow these steps to add a port to the isolation group:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet | interface interface-type | Required

interface view interface-number Use one of the commands

Enter Layer-2 | interface e In Ethernet interface view, the
Enter aggregate bridge-aggregation subsequent configurations apply to
interface interface view | interface-number the current port.
view or, e In Layer-2 aggregate interface view,
port group the subsequent configurations apply
view to the Layer-2 aggregate interface
Enter port port-group manual and all its member ports.
group view port-group-name e In port group view, the subsequent
configurations apply to all ports in the
port group.
Assign the port or ports to the Required
isolation group as an isolated | port-isolate enable No ports are added to the isolation group
port or ports by default.
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Displaying and Maintaining Isolation Groups

To do... Use the command...

Remarks

Display the isolation group
information on a display port-isolate group
single-isolation-group device

Available in any view

Port Isolation Configuration Example

Network requirements

e Users Host A, Host B, and Host C are connected to GigabitEthernet 1/0/1, GigabitEthernet 1/0/2,

and GigabitEthernet 1/0/3 of Device.

e Device is connected to the Internet through GigabitEthernet 1/0/4.
e GigabitEthernet 1/0/1, GigabitEthernet 1/0/2, GigabitEthernetl/0/3 and GigabitEthernet1/0/4
belong to the same VLAN. It is desired that Host A, Host B, and Host C cannot communicate with

one another at Layer 2, but can access the Internet.

Figure 1-1 Networking diagram for port isolation configuration

GE1/0/4
Device

Host A Host B Host C

Configuration procedure

# Add ports GigabitEthernet 1/0/1, GigabitEthernet 1/0/2 and GigabitEthernet 1/0/3 to the isolation

group.

<Device> system-view

[Device] interface GigabitEthernet 1/0/1
[Device-GigabitEthernetl/0/1] port-isolate enable
[Device-GigabitEthernetl/0/1] quit

[Device] interface GigabitEthernet 1/0/2
[Device-GigabitEthernetl/0/2] port-isolate enable
[Device-GigabitEthernetl/0/2] quit

[Device] interface GigabitEthernet 1/0/3
[Device-GigabitEthernetl/0/3] port-isolate enable

# Display the information about the isolation group.

<Device> display port-isolate group
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Port-isolate group information:
Uplink port support: NO
Group ID: 1
Group members:
GigabitEthernetl/0/1 GigabitEthernetl/0/2 GigabitEthernetl/0/3
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1 DLDP Configuration

When performing DLDP configuration, go to these sections for information you are interested in:

e Overview

e DLDP Configuration Task List

e Enabling DLDP

e Setting DLDP Mode

e  Setting the Interval for Sending Advertisement Packets
e  Setting the DelayDown Timer

e  Setting the Port Shutdown Mode
e  Configuring DLDP Authentication
e Resetting DLDP State

e Displaying and Maintaining DLDP
e DLDP Configuration Example

e  Troubleshooting

Overview

Sometimes, unidirectional links may appear in networks. On a unidirectional link, one end can receive
packets from the other end but the other end cannot. Unidirectional links result in problems such as
loops in an STP-enabled network.

As for fiber links, two kinds of unidirectional links exist. One occurs when fibers are cross-connected, as
shown in Figure 1-1. The other occurs when one end of a fiber is not connected or one fiber of a fiber
pair gets disconnected, as illustrated by the hollow arrows in Figure 1-2.

Figure 1-1 Unidirectional fiber link: cross-connected fibers

Device A
GE1/0/50 GE1/0/51
GE1/0/50 . GE1/0/51
Device B
PC
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Figure 1-2 Unidirectional fiber link: a fiber not connected or disconnected

Device A
GE1/0/50 GE1/0/51
Y
GE1/0/50 . GE1/0/51
Device B
PC

DLDP Introduction

Device Link Detection Protocol (DLDP) can detect the link status of a fiber cable or twisted pair. On
detecting a unidirectional link, DLDP can shut down the related port automatically or prompt users to
take measures as configured to avoid network problems.

As a data link layer protocol, DLDP cooperates with physical layer protocols to monitor the link status of
a device. While the auto-negotiation mechanism provided by the physical layer detects physical signals
and faults, DLDP performs operations such as identifying peer devices, detecting unidirectional links,
and shutting down unreachable ports. The cooperation of physical layer protocols and DLDP ensures
that physical/logical unidirectional links be detected and shut down. For a link with the devices on the
both sides of it operating properly, DLDP checks to see if the cable is connected correctly and if packets
can be exchanged between the two devices. Note that DLDP is not implemented through
auto-negotiation.

DLDP Fundamentals

DLDP link states

Adevice is in one of these DLDP link states: Initial, Inactive, Active, Advertisement, Probe, Disable, and
DelayDown, as described in Table 1-1.

Table 1-1 DLDP link states

State Indicates...
Initial DLDP is disabled.
Inactive DLDP is enabled but the link is down.
Active DLDP is enabled and the link is up, or the neighbor entries have been cleared.

All neighbors are bi-directionally reachable or DLDP has been in active state for
Advertisement more than five seconds. This is a relatively state where no unidirectional link has
been detected.

DLDP enters this state if it receives a packet from an unknown neighbor. In this
state, DLDP sends packets to check whether the link is unidirectional. As soon
as DLDP transits to this state, a probe timer starts and an echo timeout timer
starts for each neighbor to be probed.

Probe

1-2



State Indicates...
A port enters this state when:
. e A unidirectional link is detected.
Disable . . .
e The contact with the neighbor in enhanced mode gets lost.
In this state, the port does not receive or send packets other than DLDPDUSs.
A port in the Active, Advertisement, or Probe DLDP link state transits to this
DelayDown state rather than removes the corresponding neighbor entry and transits to the
y Inactive state when it detects a port-down event. When a port transits to this
state, the DelayDown timer is triggered.
DLDP timers

Table 1-2 DLDP timers

DLDP timer Description
Determines the Interval for sending Advertisement packets with RSY
tags, which defaults to 1 second. That is, a device in the active DLDP
Active timer link state sends one Advertisement packet with RSY tags every second

by default. The maximum number of advertisement packets with RSY
tags that can be sent successively is 5.

Advertisement timer

Determines the interval to send advertisement packets, which defaults
to 5 seconds.

Probe timer

Determines the interval to send Probe packets, which defaults to 0.5
seconds. That is, a device in the probe state sends two Probe packets
every second by default. The maximum number of Probe packets that
can be sent successively is 10.

Echo timer

This timer is set to 10 seconds and is triggered when a device transits to
the Probe state or an enhanced detect is launched. When the Echo
timer expires and no Echo packet has been received from a neighbor
device, the state of the link is set to unidirectional and the device transits
to the Disable state. In this case, the device sends Disable packets,
prompts the user to shut down the port or shuts down the port
automatically (depending on the DLDP down mode configured), and
removes the corresponding neighbor entries.

Entry timer

When a new neighbor joins, a neighbor entry is created and the
corresponding entry timer is triggered. When a DLDP packet is
received, the device updates the corresponding neighbor entry and the
entry aging timer.

In the normal mode, if no packet is received from a neighbor when the
corresponding entry aging timer expires, DLDP sends advertisement
packets with RSY tags and removes the neighbor entry.

In the enhanced mode, if no packet is received from a neighbor when
the Entry timer expires, DLDP triggers the enhanced timer.

The setting of an Entry timer is three times that of the Advertisement
timer.

Enhanced timer

In the enhanced mode, this timer is triggered if no packet is received
from a neighbor when the entry aging timer expires. Enhanced timer is
set to 1 second.

After the Enhanced timer is triggered, the device sends up to eight
probe packets to the neighbor at a frequency of one packet per second.
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DLDP timer

Description

DelayDown timer

A device in the Active, Advertisement, or Probe DLDP link state transits
to DelayDown state rather than removes the corresponding neighbor
entry and transits to the Inactive state when it detects a port-down
event.

When a device transits to this state, the DelayDown timer is triggered. A
device in DelayDown state only responds to port-up events.

A device in the DelayDown state resumes its original DLDP state if it
detects a port-up event before the DelayDown timer expires. Otherwise,
it removes the corresponding DLDP neighbor information and transits to
the Inactive state.

RecoverProbe timer

This timer is set to 2 seconds. That is, a port in the Disable state sends
one RecoverProbe packet every two seconds to detect whether a
unidirectional link has restored.

DLDP mode

DLDP can operate in two modes: normal mode and enhanced mode, as described below.

e In normal DLDP mode, when an entry timer expires, the device removes the corresponding
neighbor entry and sends an Advertisement packet with RSY tag.

e In enhanced DLDP mode, when an entry timer expires, the Enhanced timer is triggered and the
device sends up to eight Probe packets at a frequency of one packet per second to test the
neighbor. If no Echo packet is received from the neighbor when the Echo timer expires, the device
transits to the Disable state.

Table 1-3 DLDP mode and neighbor entry aging

Detecting a neighbor
after the Removing the neighbor | Triggering the Enhanced

DLDP mode corresponding entry immediately after | timer after an Entry timer

neighbor entry ages the Entry timer expires expires

out

Normal
DLDP mode | "° ves No
Enhanced
DLDP mode | ' &° No ves

The enhanced DLDP mode is designed for addressing black holes. It prevents the cases where one end
of a link is up and the other is down. If you configure the speed and the duplex mode by force on a
device, the situation shown in Figure 1-3 may occur, where Port B is actually down but the state of Port
B cannot be detected by common data link protocols, so Port A is still up. In enhanced DLDP mode,
however, Port A tests Port B after the Entry timer concerning Port B expires. Port A then transits to the
Disable state if it receives no Echo packet from Port A when the Echo timer expires. As Port B is
physically down, it is in the Inactive DLDP state.
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Figure 1-3 A case for Enhanced DLDP mode

PotA | o " Ports

up down

@ Note

In normal DLDP mode, only fiber cross-connected unidirectional links (as shown in Figure 1-1 ) can
be detected.

In enhanced DLDP mode, two types of unidirectional links can be detected. One is fiber
cross-connected links (as shown in Figure 1-1). The other refers to fiber pairs with one fiber not
connected or disconnected (as shown in Figure 1-2). To detect unidirectional links that are of the
latter type, you need to configure the ports to operate at specific speed and in full duplex mode.
Otherwise, DLDP cannot take effect. When a fiber of a fiber pair is not connected or gets
disconnected, the port that can receive optical signals is in Disable state; the other port is in
Inactive state.

DLDP authentication mode

You can prevent network attacks and illegal detect through DLDP authentication. Three DLDP

authentication modes exist, as described below.

Non-authentication. In this mode, the sending side sets the Authentication field and the
Authentication type field of DLDP packets to 0. The receiving side checks the values of the two
fields of received DLDP packets and drops the packets with the two fields conflicting with the
corresponding local configuration.

Plain text authentication. In this mode, before sending a DLDP packet, the sending side sets the
Authentication field to the password configured in plain text and sets the Authentication type field to
1. The receiving side checks the values of the two fields of received DLDP packets and drops the
packets with the two fields conflicting with the corresponding local configuration.

MD5 authentication. In this mode, before sending a packet, the sending side encrypts the user
configured password using MD5 algorithm, assigns the digest to the Authentication field, and sets
the Authentication type field to 2. The receiving side checks the values of the two fields of received
DLDP packets and drops the packets with the two fields conflicting with the corresponding local
configuration.

DLDP implementation

1) On a DLDP-enabled link that is in up state, DLDP sends DLDP packets to the peer device and

processes the DLDP packets received from the peer device. DLDP packets sent vary with DLDP
states. Table 1-4 lists DLDP states and the corresponding packets.
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Table 1-4 DLDP packet types and DLDP states

DLDP state Type of DLDP packets sent
Active Advertisement packet with RSY tag
Advertisement Normal Advertisement packet
Probe Probe packet
Disable Disable packet and RecoverProbe packet

@ Note

When a device transits from a DLDP state other than Inactive state or Disable state to Initial state, it
sends Flush packets.

2) Areceived DLDP packet is processed as follows.
e Inany of the three authentication modes, the packet is dropped if it fails to pass the authentication.
e The packet is dropped if the setting of the interval for sending Advertisement packets it carries

conflicts with the corresponding local setting.

e Other processes.

Table 1-5 Procedures for processing different types of DLDP packets

Packet type Processing procedure
If the corresponding neighbor entry does not exist,
Advertisement Retrieving the creates the neighbor entry, triggers the Entry timer, and

packet with RSY
tag

neighbor
information.

transits to Probe state.

If the corresponding neighbor entry already exists, resets
the Entry timer and transits to Probe state.

If the corresponding neighbor entry does not exist,

Normal Retrieves the creates the neighbor entry, triggers the Entry timer, and
Advertisement neighbor transits to Probe state.
packet information. If the corresponding neighbor entry already exists, resets
the Entry timer.
Determines If yes, no process is performed.

Flush packet

whether or not the
local portis in
Disable state.

If not, removes the corresponding neighbor entry (if any).

Probe packet

Retrieves the
neighbor
information.

If the corresponding neighbor entry does not exist,
creates the neighbor entry, transits to Probe state, and
returns Echo packets.

If the corresponding neighbor entry already exists, resets
the Entry timer and returns Echo packets.
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Packet type

Processing procedure

Echo packet

Retrieves the
neighbor
information.

If the corresponding neighbor entry does not exist,
creates the neighbor entry, triggers the Entry timer, and
transits to Probe state.

If the neighbor information it carries
conflicts with the corresponding locally
maintained neighbor entry, drops the

The

correspondi | Packet.

ng neighbor Otherwise, sets the flag of the neighbor as
elntryd two-way connected. In addition, if the
éelxries?s y flags of all the neighbors are two-way

connected, the device transits from Probe
state to Advertisement state and disables
the Echo timer.

Disable packet

Check to see if the
local portis in
Disable state.

If yes, no process is performed.

If not, the local port transits to Disable state.

Check to see if the
local portis in

If not, no process is performed.

RecoverProbe .
acket Disable or
P Advertisement If yes, returns RecoverEcho packets.
state.
If not, no process is performed.
RecoverEcho Check to see if the
packet local port is in If yes, the local port transits to Active state if the neighbor

Disable state.

information the packet carries is consistent with the local
port information.

LinkDown packet

Check to see if the
local port operates
in Enhanced
mode.

If not, no process is performed.

If yes and the local port is not in Disable state, the local
transits to Disable state.

3) If no echo packet is received from the neighbor, DLDP performs the following processing.

Table 1-6 Processing procedure when no echo packet is received from the neighbor

No echo packet received from the
neighbor

Processing procedure

In normal mode, no echo packet is
received when the Echo timer expires.

DLDP transits to the Disable state, outputs log and
tracking information, and sends Disable packets. In

In enhanced mode, no echo packet is

received when the enhanced timer expires.

addition, depending on the user-defined DLDP down
mode, DLDP shuts down the local port or prompts
users to shut down the port, and removes the
corresponding neighbor entry.

Link auto-recovery mechanism

If the port shutdown mode upon detection of a unidirectional link is set to auto, DLDP sets the state of
the port where a unidirectional link is detected to DLDP down automatically. A DLDP down port cannot
forward service traffic or send/receive any PDUs except DLDPDUSs.

On a DLDP down port, DLDP monitors the unidirectional link. Once DLDP finds out that the state of the
link has restored to bidirectional, it brings up the port. The specific process is as follows:
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The DLDP down port sends out a RecoverProbe packet, which carries only information about the local
port, every two seconds. Upon receiving the RecoverProbe packet, the remote end returns a
RecoverEcho packet. Upon receiving the RecoverEcho packet, the local port checks whether neighbor
information in the RecoverEcho packet is the same as the local port information. If they are the same,
the link between the local port and the neighbor is considered to have been restored to a bidirectional
link, and the port will transit from Disable state to Active state and re-establish neighborship with the
neighbor.

Only DLDP down ports can send and process Recover packets, including RecoverProbe packets and
RecoverEcho packets. The auto-recovery mechanism does not take effect on ports manually shut
down.

DLDP neighbor state
A DLDP neighbor can be in one of the three states described in Table 1-7.

Table 1-7 Description on DLDP neighbor states

DLDP neighbor

state Description
A neighbor is in this state when it is just detected and is being probed. No
Unknown information indicating the state of the neighbor is received. A neighbor is in
this state only when it is being probed. It transits to Two way state or
Unidirectional state after the probe operation finishes.
A neighbor is in this state after it receives response from its peer. This state
Two way

indicates the link is a two-way link.

A neighbor is in this state when the link connecting it is detected to be a
Unidirectional unidirectional link. After a device transits to this state, the corresponding
neighbor entries maintained on other devices are removed.

DLDP Configuration Task List

Complete the following tasks to configure DLDP:

Task Remarks
Enabling DLDP Required
Setting DLDP Mode Optional
Setting the Interval for Sending Advertisement Packets Optional
Setting the DelayDown Timer Optional
Setting the Port Shutdown Mode Optional
Configuring DLDP Authentication Optional
Resetting DLDP State Optional

Note that:

e DLDP takes effects only on Ethernet interfaces.
e DLDP can detect unidirectional links only after all links are connected. Therefore, before enabling
DLDP, make sure that optical fibers or copper twisted pairs are connected.
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e To ensure unidirectional links can be detected, make sure these settings are the same on the both
sides: DLDP state (enabled/disabled), the interval for sending Advertisement packets,
authentication mode, and password.

e Keep the interval for sending Advertisement packets adequate to enable unidirectional links to be
detected in time. If the interval is too long, unidirectional links cannot be terminated in time; if the
interval is too short, network traffic may increase in vain.

e DLDP does not process any link aggregation control protocol (LACP) events. The links in an
aggregation group are treated individually in DLDP.

e When connecting two DLDP-enabled devices, make sure the DLDP software version ID fields of
the DLDP packets exchanged between the two devices are the same. Otherwise, DLDP may
operate improperly.

Enabling DLDP

Follow these steps to enable DLDP:

To do... Use the command... Remarks

Enter system view system-view —

Required

Enable DLDP globally | didp enable _
Globally disabled by default

Enter : .
Enter Ethernet | nterface interface-type Either of the two is required.
Ethernet : interface-number o .
port view | Portview The configuration performed in Ethernet port
or port view applies to the current port only. The
group Enter port port-group manual configuration performed in port group view
view \g/iré)vl\le port-group-name applies to all the ports in the port group.

Required

Enable DLDP didp enable Disabled on a port by default

You can perform this operation on an optical
port or an electrical port.

A Caution

DLDP takes effect only when it is enabled both globally and on a port.

Setting DLDP Mode

Follow these steps to set DLDP mode:

To do... Use the command... Remarks
Enter system view system-view —
- Optional
Set DLDP mode dldp work-mode { enhance | p
normal } Normal by default
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Setting the Interval for Sending Advertisement Packets

You can set the interval for sending Advertisement packets to enable unidirectional links to be detected
in time.

Follow these steps to set the interval for sending Advertisement packets:

To do... Use the command... Remarks

Enter system view system-view —

Optional
Set the interval for
sending Advertisement | dldp interval time 5 seconds by default
packets The interval for sending Advertisement
packets applies to all the DLDP-enabled ports.

A Caution

e Set the interval for sending Advertisement packets to a value not longer than one-third of the STP
convergence time. If the interval is too long, STP loops may occur before unidirectional links are
torn down, and it takes a long time for the device to detect unidirectional links, thus causing more
traffic forwarding errors; if the interval is too short, unnecessary Advertisement packets can be
generated to consume bandwidth. Therefore, you are recommended to use the default value.

e To enable DLDP to operate properly, make sure the intervals for sending Advertisement packets
on both sides of a link are the same.

Setting the DelayDown Timer

On some ports, when the Tx line fails, the port goes down and then comes up again, causing optical
signal jitters on the Rx line. When a port goes down due to a Tx failure, the device transits to the
DelayDown state instead of the Inactive state to prevent the corresponding neighbor entries from being
removed. In the same time, the device triggers the DelayDown timer. If the port goes up before the timer
expires, the device restores the original state; if the port remains down when the timer expires, the
devices transits to the Inactive state.

Follow these steps to set the DelayDown timer

To do... Use the command... Remarks

Enter system view system-view —

Optional
1 second by default

DelayDown timer setting applies
to all the DLDP-enabled ports.

Set the DelayDown timer | dldp delaydown-timer time

Setting the Port Shutdown Mode

On detecting a unidirectional link, the ports can be shut down in one of the following two modes.

1-10



e Manual mode. This mode applies to networks with low performance, where normal links may be
treated as unidirectional links. It protects service packet transmission against false unidirectional
links. In this mode, DLDP only detects unidirectional links and generates log and traps. The
operations to shut down unidirectional link ports are accomplished by the administrator.

e Auto mode. In this mode, when a unidirectional link is detected, DLDP transits to Disable state,
generates log and traps, and set the port as DLDP Down.

Follow these steps to set port shutdown mode:

To do... Use the command... Remarks
Enter system view system-view —
idi i - Optional
Set port shutdown mode dldp unidirectional-shutdown p
{auto | manual } auto by default

A Caution

e On a port with both remote OAM loopback and DLDP enabled, if the port shutdown mode is auto
mode, the port will be shut down by DLDP when it receives a packet sent by itself, causing remote
OAM loopback to operate improperly. To prevent this, you need to set the port shutdown mode to
auto mode.

e If the device is busy, or the CPU utilization is high, normal links may be treated as unidirectional
links. In this case, you can set the port shutdown mode to manual mode to eliminate the effects
caused by false unidirectional link report.

Configuring DLDP Authentication

Follow these steps to configure DLDP authentication:

To do... Use the command... Remarks

Enter system view system-view —

dldp authentication-mode { md5
md5-password | none | simple
simple-password }

Required
none by default

Configure DLDP
authentication

A Caution

To enable DLDP to operate properly, make sure the DLDP authentication modes and the passwords of
the both sides of a link are the same.

Resetting DLDP State

After DLDP detects a unidirectional link on a port, the port enters Disable state. In this case, DLDP
prompts you to shut down the port manually or shuts down the port automatically depending on the
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user-defined port shutdown mode. To enable the port to perform DLDP detect again, you can reset the
DLDP state of the port in one of the following methods:

e If the port is shut down with the shutdown command manually, use the undo shutdown
command on the port.

e If the port is shut down by DLDP automatically, use the dldp reset command on the port.
Alternatively, you can leave the work to DLDP, which can enable the port automatically upon
detecting that the link has been restored to bidirectional. For how to reset DLDP state with the dldp
reset command, refer to Resetting DLDP State in System View and Resetting DLDP State in Port

view/Port Group View.

The DLDP state that the port transits to upon the DLDP state reset operation depends on its physical
state. If the port is physically down, it transits to Inactive state; if the port is physically up, it transits to
Active state.

Resetting DLDP State in System View

Resetting DLDP state in system view applies to all the ports shut down by DLDP.

Follow these steps to reset DLDP in system view:

To do... Use the command... Remarks
Enter system view system-view —
Reset DLDP state dldp reset Required

Resetting DLDP State in Port view/Port Group View

Resetting DLDP state in port view or port group view applies to the current port or all the ports in the port
group shut down by DLDP.

Follow these steps to reset DLDP state in port view/port group view:

To do... Use the command... Remarks

Enter system view system-view —

Enter . . Either is required.
Enter Ethernet interface interface-type _ . _
Ethernet Vi interface-number The configuration performed in
port port view Ethernet port view applies to the
view/port current port only; the configuration
grouppview Enter port | port-group manual performed in port group view applies

group view | port-group-name to all the ports in the port group.
Reset DLDP state dldp reset Required

Displaying and Maintaining DLDP

To do... Use the command... Remarks

Display the DLDP display dldp [ interface-type

configuration of a port interface-number ] Available in any view

Display the statistics on
DLDP packets passing
through a port

display dldp statistics [ interface-type

) Available in any view
interface-number ]
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To do... Use the command...

Remarks

Clear the statistics on
DLDP packets passing
through a port

reset dldp statistics [ interface-type
interface-number ]

Available in user view

DLDP Configuration Example

DLDP Configuration Example

Network requirements

e Device A and Device B are connected through two fiber pairs, in which two fibers are

cross-connected, as shown in Figure 1-4.

e ltis desired that the unidirectional links can be disconnected on being detected; and the ports shut
down by DLDP can be restored after the fiber connections are corrected.

Figure 1-4 Network diagram for DLDP configuration

Device A
GE1/0/50 GE1/0/51
GE1/0/50 . GE1/0/51
Device B
PC

Configuration procedure

1) Configuration on Device A

# Enable DLDP on GigabitEthernet1/0/50 and GigabitEthernet 1/0/51.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/50
[DeviceA-GigabitEthernetl1/0/50] dldp enable
[DeviceA-GigabitEthernetl/0/50] quit

[DeviceA] interface gigabitethernet 1/0/51
[DeviceA-GigabitEthernetl1/0/51] dldp enable
[DeviceA-GigabitEthernetl/0/51] quit

# Set the interval for sending Advertisement packets to 6 seconds.

[DeviceA] dldp interval 6

# Set the DelayDown timer to 2 seconds.

[DeviceA] dldp delaydown-timer 2

# Set the DLDP mode as enhanced mode.
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[DeviceA] dldp work-mode enhance

# Set the port shutdown mode as auto mode.

[DeviceA] dldp unidirectional-shutdown auto

# Enable DLDP globally.
[DeviceA] dlidp enable

# Check the information about DLDP.
[DeviceA] display dldp

DLDP global status : enable

DLDP interval : 6s

DLDP work-mode : enhance

DLDP authentication-mode : none
DLDP unidirectional-shutdown : auto
DLDP delaydown-timer : 2s

The number of enabled ports is 2.

Interface GigabitEthernetl/0/50
DLDP port state : disable
DLDP link state : down

The neighbor number of the port is O.

Interface GigabitEthernetl/0/51

DLDP port state : disable

DLDP link state : down

The neighbor number of the port is O.

The output information indicates that both GigabitEthernet 1/0/50 and GigabitEthernet 1/0/51 are in
Disable state and the links are down, which means unidirectional links are detected and the two ports
are thus shut down.

# Reset DLDP state for the ports shut down by DLDP.

[DeviceA] dldp reset
2) Configuration on Device B

The configuration on Device B is the same as that on Device A and is thus omitted.

@ Note

If two fibers are cross-connected, all the four ports involved will be shut down by DLDP.

Troubleshooting

Symptom:

Two DLDP-enabled devices, Device A and Device B, are connected through two fiber pairs, in which
two fibers are cross-connected. The unidirectional links cannot be detected; all the four ports involved
are in Advertisement state.

1-14



Analysis:
The problem can be caused by the following.

e The intervals for sending Advertisement packets on Device A and Device B are not the same.
e DLDP authentication modes/passwords on Device A and Device B are not the same.

Solution:

Make sure the interval for sending Advertisement packets, the authentication mode, and the password
on Device A and Device B are the same.
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1 LLDP Configuration

When configuring LLDP, go to these sections for information you are interested in:

e Introduction to LLDP
e LLDP Configuration Task List
e Performing Basic LLDP Configuration

e Configuring the Encapsulation Format for LLDPDUs

e Configuring the Encapsulation Format of the Management Address

e Configuring CDP Compatibility

e Configuring LLDP Trapping

e Displaying and Maintaining LLDP

e LLDP Configuration Examples

Introduction to LLDP

Overview

The Link Layer Discovery Protocol (LLDP) operates on the data link layer. It stores and maintains
information about the local device and the devices directly connected to it for network administrators to
manage networks through NMS (network management systems). In LLDP, device information is
encapsulated in LLDPDUs in the form of TLV (meaning type, length, and value) triplets and is
exchanged between directly connected devices. Information in LLDPDUSs received is stored in standard
MIB (management information base).

LLDP Fundamental

LLDP operating mode

LLDP can operate in one of the following modes.

e TxRx mode. A port in this mode sends and receives LLDPDUs.

e Tx mode. A port in this mode only sends LLDPDUSs.

e Rxmode. A port in this mode only receives LLDPDUSs.

e Disable mode. A port in this mode does not send or receive LLDPDUs.

LLDP is initialized when an LLDP-enabled port changes to operate in another LLDP operating mode. To
prevent LLDP from being initialized too frequently, LLDP undergoes a period before being initialized on
an LLDP-enabled port when the port changes to operate in another LLDP operating mode. The period
is known as initialization delay, which is determined by the re-initialization delay timer.

Sending LLDPDUs

An LLDP-enabled device operating in TxRx mode or Tx mode sends LLDPDUs to its directly connected
devices periodically. It also sends LLDPDUs when the local configuration changes to inform the
neighboring devices of the change timely. In any of the two cases, an interval exists between two
successive operations of sending LLDPDUSs. This prevents the network from being overwhelmed by
LLDPDUs even if the LLDP operating mode changes frequently.
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To enable the neighboring devices to be informed of the existence of a device or an LLDP operating
mode change (from the disable mode to TxRx mode, or from the Rx mode to Tx mode) timely, a device
can invoke the fast sending mechanism. In this case, the interval to send LLDPDUs changes to one
second. After the device sends specific number of LLDPDUSs, the interval restores to the normal. (A
neighbor is discovered when a device receives an LLDPDU and no information about the sender is
locally available.)

Receiving LLDPDUs

An LLDP-enabled device operating in TxRx mode or Rx mode checks the TLVs carried in the LLDPDUs
it receives and saves the valid neighboring information. An LLDPDU also carries a TTL (time to live)
setting with it. The information about a neighboring device maintained locally ages out when the
corresponding TTL expires.

The TTL of the information about a neighboring device is determined by the following expression:
TTL multiplier x LLDPDU sending interval

You can set the TTL by configuring the TTL multiplier. Note that the TTL can be up to 65535 seconds.
TTLs longer than it will be rounded off to 65535 seconds.

TLV Types

TLVs encapsulated in LLDPDUSs fall into these categories: basic TLV, organization defined TLV, and
MED (media endpoint discovery) related TLV. Basic TLVs are the base of device management.
Organization specific TLVs and MED related TLVs are used for enhanced device management. They
are defined in standards or by organizations and are optional to LLDPDUs.

Basic LLDP TLVs
Table 1-1 lists the basic LLDP TLV types that are currently in use.

Table 1-1 Basic LLDP TLVs

Type Description Remarks
End of LLDPDU TLV Marks the end of an LLDPDU.
Chassis ID TLV Carries the bridge MAC address of the sender

Carries the sending port. For devices that do not
send MED TLVs, port ID TLVs carry sending port | Required for
name. For devices that send MED TLVs, port ID | LLDP

PortID TLV TLVs carry the MAC addresses of the sending
ports or bridge MAC addresses (if the MAC
addresses of the sending ports are unavailable).

Time To Live TLV Carries the TTL of device information
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Type Description Remarks

Port Description TLV Carries Ethernet port description

System Name TLV Carries device name

System Description TLV Carries system description

System Capabilities TLV Carries information about system capabilities
Carries the management address, the Optional to
corresponding port number, and OID (object LLDP
identifier).

Management Address TLV is the IP address of the interface of the VLAN

If the management address is not configured, it

with the least VLAN ID among those permitted
on the port. If the IP address of the VLAN
interface is not configured, IP address 127.0.0.1
is used as the management address.

Organization defined LLDP TLVs

1

LLDP TLVs defined in IEEE802.1 include the following:

Port VLAN ID TLV, which carries port VLAN ID.

Port and protocol VLAN ID TLV, which carries port protocol VLAN ID.
VLAN name TLV, which carries port VLAN name.

Protocol identity TLV, which carries types of the supported protocols.

@ Note

Currently, protocol identity TLVs can only be received on the 3Com Switch 4500G.

2)

IEEE 802.3 defined LLDP TLVs include the following:

MAC/PHY configuration/status TLV, which carries port configuration, such as port speed, duplex
state, whether port speed auto-negotiation is supported, the state of auto-negotiation, current
speed , and current duplex state.

Power via MDI TLV, which carries information about power supply capabilities.

Link aggregation TLV, which carries the capability and state of link aggregation.

Maximum frame size TLV, which carries the maximum frame size supported, namely, MTU
(maximum transmission unit).

MED related LLDP TLVs

LLDP-MED TLVs provide multiple advanced applications for VolIP, such as basic configuration, network
policy configuration, and address and directory management. LLDP-MED TLVs satisfy the voice device
manufacturers’ requirements for cost-effectiveness, easy deployment, and easy management. In
addition, LLDP-MED TLVs make deploying voice devices in Ethernet easier.

LLDP-MED capabilities TLV, which carries the MED type of the current device and the types of the
LLDP MED TLVs that can be encapsulated in LLDPDUSs.

Network policy TLV, which carries port VLAN ID, supported applications (such as voice and video
services), application priority, and the policy adopted.
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e Extended power-via-MDI TLV, which carries the information about the power supply capability of
the current device.

e Hardware revision TLV, which carries the hardware version of an MED device.

e Firmware revision TLV, which carries the firmware version of an MED device.

e Software revision TLV, which carries the software version of an MED device.

e Serial number TLV, which carries the serial number of an MED device.

e Manufacturer name TLV, which carries the manufacturer name of an MED device.

e Model name TLV, which carries the model of an MED device.

e Asset ID TLV, which carries the asset ID of an MED device. Asset ID is used for directory
management and asset tracking.

e Location identification TLV, which carries the location identification of a device. Location
identification can be used in location-based applications.

@ Note

For detailed information about LLDP TLV, refer to IEEE 802.1AB-2005 and ANSI/TIA-1057.

Protocols and Standards

e |EEE 802.1AB-2005, Station and Media Access Control Connectivity Discovery
e ANSI/TIA-1057, Link Layer Discovery Protocol for Media Endpoint Devices

LLDP Configuration Task List

Complete these tasks to configure LLDP:

Task Remarks
Enabling LLDP Required
Setting LLDP Operating Mode Optional
Sgsf'; HLDP | Configuring LLDPDU TLVs Optional
Enable LLDP Polling Optional
Configuring the Parameters Concerning LLDPDU Sending Optional
Configuring the Encapsulation Format for LLDPDUs Optional
Configuring the Encapsulation Format of the Management Address Optional
Configuring CDP Compatibility Optional
Configuring LLDP Trapping Optional

Performing Basic LLDP Configuration
Enabling LLDP

Follow these steps to enable LLDP:
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To do...

Use the command...

Remarks

Enter system view

system-view

Enable LLDP globally

Ildp enable

Required
By default, LLDP is enabled globally.

Enter Ethernet

interface interface-type

Either of the two is required.

Enter interface view | interface-number Configuration performed in Ethernet
_Ethernet interface view applies to the current
interface port only; configuration performed in
view/port Enter port port-group manual port group view applies to all the
group view group view port-group-name ports in the corresponding port
group.
Optional
Enable LLDP lldp enable

By default, LLDP is enabled on a
port.

@ Note

To make LLDP take effect, you need to enable it both globally and on the related ports.

Setting LLDP Operating Mode

Follow these steps to set LLDP operating mode:

To do...

Use the command...

Remarks

Enter system view

system-view

Set the initialization delay

Ildp timer reinit-delay value

Optional

period 2 seconds by default.

Enter Ethernet | interface interface-type Either of the two is required.
Enter interface view interface-number Configuration performed in
Ethernet Ethernet interface view applies
interface to the current port only;
view/port Enter port port-group manual conflguratlon pe'rformed in port
group view group view port-group-name group view applies to all the

ports in the corresponding port
group.

Set the LLDP operating mode

[ldp admin-status { disable |

rx | tx | txrx }

Optional
TxRx by default.
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Configuring LLDPDU TLVs

Follow these steps to configure LLDPDU TLVs:

To do... Use the command... Remarks
Enter system view system-view —
o o Optional
Set the TTL multiplier [ldp hold-multiplier value
4 by default.

interface interface-type
interface-number

Enter
Ethernet
Enter interface
_Ethernet view
interface
view/port
group view Enter port
group view

port-group manual
port-group-name

Either of the two is required.

Configuration performed in
Ethernet interface view applies
to the current port only;
configuration performed in port
group view applies to all the
ports in the corresponding port

group.

Enable LLDP TLV sending
for specific types of LLDP
TLVs

[Idp tlv-enable { basic-tlv { all |
port-description |
system-capability |
system-description |
system-name } | dotl-tlv { all |
port-vlan-id | protocol-vlan-id

[ vlan-id ] | vlan-name [ vilan-id ] } |
dot3-tlv { all | link-aggregation |
mac-physic | max-frame-size |
power } | med-tlv { all | capability |
inventory | location-id

{ civic-address device-type
country-code { ca-type

ca-value }&<1-10> | elin-address
tel-number } | network-policy |
power-over-ethernet } }

Optional

By default, all types of LLDP
TLVs except location
identification TLV are sent.

Specify the management
address and specify to
send the management
address through LLDPDUs

[ldp management-address-tlv
[ ip-address ]

Optional

By default, the management
address is sent through
LLDPDUSs, and the
management address is the IP
address of the interface of the
VLAN with the least VLAN ID
among those permitted on the
port. If the IP address of the
VLAN interface is not
configured, IP address
127.0.0.1 is used as the
management address. Refer to
VLAN Configuration in the
Access Volume for information
about VLAN.
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@ Note

To enable MED related LLDP TLV sending, you need to enable LLDP-MED capabilities TLV
sending first. Conversely, to disable LLDP-MED capabilities TLV sending, you need to disable the
sending of other MED related LLDP TLVs.

To disable MAC/PHY configuration/status TLV sending, you need to disable LLDP-MED
capabilities TLV sending first.

When executing the lldp tlv-enable command, specifying the all keyword for basic LLDP TLVs
and organization defined LLDP TLVs (including IEEE 802.1 defined LLDP TLVs and IEEE 802.3
defined LLDP TLVSs) enables sending of all the corresponding LLDP TLVs. For MED related LLDP
TLVs, the all keyword enables sending of all the MED related LLDP TLVs except location
identification TLVs.

Enabling sending of LLDP-MED capabilites TLVs also enables sending of MAC/PHY

configuration/status TLVSs.

Enable LLDP Polling

With LLDP polling enabled, a device checks for the local configuration changes periodically. Upon
detecting a configuration change, the device sends LLDPDUSs to inform the neighboring devices of the

change.

Follow these steps to enable LLDP polling:

Use the command...

Remarks

system-view

interface interface-type
interface-number

To do...

Enter system view

Enter
Enter Ethernet | Ethernet
interface interface view
view/port
group view Enter port

group view

port-group manual
port-group-name

Either of the two is required.

Configuration performed in Ethernet
interface view applies to the current
port only; configuration performed in
port group view applies to all the ports
in the corresponding port group.

Enable LLDP polling and set
the polling interval

lldp
check-change-interval
value

Required
Disabled by default

Configuring the Parameters Concerning LLDPDU Sending

Configuring time-related parameters

Follow these steps to set time-related parameters:

To do...

Use the command...

Remarks

Enter system view

System-view

Set the interval to send
LLDPDUSs

[ldp timer tx-interval value

Optional
30 seconds by default
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To do... Use the command... Remarks

' Optional
Set the delay period to send lldp timer tx-delay value p

LLDPDUs 2 seconds by default

A Caution

To enable local device information to be updated on neighboring devices before being aged out, make
sure the interval to send LLDPDUSs is shorter than the TTL of the local device information.

Setting the number of the LLDPDUSs to be sent when a new neighboring device is detected

Follow these steps to set the number of the LLDPDUSs to be sent when a new neighboring device is

detected
To do... Use the command... Remarks
Enter system view system-view —
Set the number of the LLDPDUSs to be Optional
sent successively when a new [ldp fast-count value
neighboring device is detected 3 by default

Configuring the Encapsulation Format for LLDPDUs

LLDPDUs can be encapsulated in Ethernet Il or SNAP frames.

e With Ethernet Il encapsulation configured, an LLDP port sends LLDPDUSs in Ethernet |l frames and
processes only Ethernet Il encapsulated incoming LLDPDUs.

e With SNAP encapsulation configured, an LLDP port sends LLDPDUs in SNAP frames and
processes only SNAP encapsulated incoming LLDPDUs.

By default, LLDPDUs are encapsulated in Ethernet Il frames. If the neighbor devices encapsulate
LLDPDUs in SNAP frames, you can configure the encapsulation format for LLDPDUs as SNAP, thus
guaranteeing communication with the other devices in the network.

Follow these steps to configure the encapsulation format for LLDPDUSs:

To do... Use the command... Remarks
Enter system view system-view —
Enter . . Either of the two is required.
Ethernet interface interface-type . _ _
Enter Ethernet | - ermet - interface-number Configuration performed in Ethernet
interface view interface view interface view applies to the current
or port group port only; configuration performed in
view Enter port port-group manual port group view applies to all the
group view port-group-name ports in the corresponding port
group.
Required

Configure the encapsulation lldp encapsulation sna .
format for LLDPDUS as SNAP p p P | Ethernet Il encapsulation format

applies by default.
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@ Note

The configuration does not apply to LLDP-CDP packets, which use only SNAP encapsulation.

Configuring the Encapsulation Format of the Management Address

LLDP encapsulates the management address in the form of numbers or strings in management
address TLVs and then advertises it.

By default, management addresses are encapsulated in the form of numbers in TLVs. If neighbors
encapsulate management addresses in the form of strings in TLVs, you can configure the encapsulation
format of the management address as strings, thus guaranteeing communication with the other devices

in the network.

Follow these steps to configure the encapsulation format of the management address:

Use the command...

Remarks

system-view

interface interface-type
interface-number

To do...

Enter system view

Enter
Enter Ethernet
Ethernet interface
interface vView
view or _port Enter port
group view group

view

port-group manual
port-group-name

Either of the two is required.

Configuration performed in
Ethernet interface view applies to
the current port only; configuration
performed in port group view
applies to all the ports in the
corresponding port group.

Configure the
encapsulation format of
the management address

lldp management-address-format
string

Required

By default, the management
address is encapsulated in the

as strings in TLVs form of numbers in TLVs.

Configuring CDP Compatibility

@ Note

For detailed information about voice VLAN, refer to VLAN Configuration in the Access Volume.

You need to enable CDP compatibility for your device to work with Cisco IP phones.

As your LLDP-enabled device cannot recognize CDP packets, it does not respond to the requests of
Cisco IP phones for the voice VLAN ID configured on the device. This can cause a requesting Cisco IP
phone to send voice traffic without any tag to your device, disabling your device to differentiate the voice
traffic from other types of traffic.

By configuring CDP compatibility, you can enable LLDP on your device to receive and recognize CDP
packets from Cisco IP phones and respond with CDP packets carrying the voice VLAN configuration
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TLV for the IP phones to configure the voice VLAN automatically. Thus, the voice traffic is confined in
the configured voice VLAN to be differentiated from other types of traffic.

CDP-compatible LLDP operates in one of the follows two modes:

e TxRx where CDP packets can be transmitted and received.

e Disable where CDP packets can neither be transmitted nor be received.

Configuration Prerequisites

Before configuring CDP compatibility, make sure that:

e LLDP is enabled globally.
e LLDP is enabled on the port connected to an IP phone and is configured to operate in TXRx mode

on the port.

Configuring CDP Compatibility

Follow these steps to enable LLDP to be compatible with CDP:

To do...

Use the command...

Remarks

Enter system view

system-view

Enable CDP compatibility

globally

[Idp compliance cdp

Required
Disabled by default.

Enter Ethernet
interface view
or port group
view

Enter
Ethernet
interface view

interface interface-type
interface-number

Enter port
group view

port-group manual
port-group-name

Required
Use either command.

Configuration performed in Ethernet
interface view applies to the current
port only; configuration performed in
port group view applies to all the
ports in the port group.

Configure CDP-compatible
LLDP to operate in TXRx mode

[ldp compliance
admin-status cdp txrx

Required

By default, CDP-compatible LLDP
operates in disable mode.

A Caution

As the maximum TTL allowed by CDP is 255 seconds, your TTL configuration, that is, the product of the
TTL multiplier and the LLDPDU sending interval, must be less than 255 seconds for CDP-compatible
LLDP to work properly with Cisco IP phones.

Configuring LLDP Trapping

LLDP trapping is used to notify NMS of the events such as new neighboring devices detected and link

malfunctions.

LLDP traps are sent periodically and you can set the interval to send LLDP traps. In response to
topology changes detected, a device sends LLDP traps according to the interval configured to inform

the neighboring devices of the changes.
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Follow these steps to configure LLDP trap:

To do...

Use the command...

Remarks

Enter system view

system-view

Enter Ethernet
interface view

interface interface-type
interface-number

Enter

Ethernet

interface

view/port Enter port port-group manual
group view group view port-group-name

Either of the two is required.

Configuration performed in
Ethernet interface view applies
to the current port only;
configuration performed in port
group view applies to all the
ports in the corresponding port

group.

Enable LLDP trap sending

Ildp notification
remote-change enable

Required
Disabled by default

Quit to system view

quit

Set the interval to send LLDP
traps

lldp timer
notification-interval value

Optional
5 seconds by default

Displaying and Maintaining LLDP

To do...

Use the command...

Remarks

Display the global LLDP
information or the information
contained in the LLDP TLVs to
be sent through a port

display lldp local-information
[ global | interface interface-type

interface-number ]

Available in any view

Display the information
contained in the LLDP TLVs
received through a port

display Ildp neighbor-information

[ interface interface-type
interface-number ] [ brief ]

Available in any view

Display LLDP statistics

display lldp statistics [ global |

interface interface-type
interface-number ]

Available in any view

Display LLDP status of a port

display lldp status [ interface
interface-type interface-number |

Available in any view

Display the types of the LLDP
TLVs that are currently sent

display Ildp tlv-config [ interface
interface-type interface-number ]

Available in any view

LLDP Configuration Examples

LLDP Basic Configuration Example

Network requirements

The NMS and Switch A are located in the same Ethernet. An MED device and Switch B are

connected to GigabitEthernet1/0/1 and GigabitEthernet1/0/2 of Switch A.

Enable LLDP on the ports of Switch A and Switch B to monitor the link between Switch A and

Switch B and the link between Switch A and the MED device on the NMS.
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Figure 1-1 Network diagram for LLDP configuration

GE1/0/1 I
Switch A

GE1/0/1

MED# %% Switch B

Configuration procedure

1) Configure Switch A.
# Enable LLDP globally.

<SwitchA> system-view
[SwitchA] I1ldp enable

# Enable LLDP on GigabitEthernet 1/0/1 and GigabitEthernet 1/0/2, setting the LLDP operating mode to
RX.

[SwitchA] interface gigabitethernetl/0/1
[SwitchA-GigabitEthernetl1/0/1] 1ldp enable
[SwitchA-GigabitEthernetl1/0/1] 1ldp admin-status rx
[SwitchA-GigabitEthernetl/0/1] quit

[SwitchA] interface gigabitethernetl/0/2
[SwitchA-GigabitEthernetl1/0/2] 1ldp enable
[SwitchA-GigabitEthernetl1/0/2] 1ldp admin-status rx
[SwitchA-GigabitEthernetl/0/2] quit

2) Configure Switch B.

# Enable LLDP globally.

<SwitchB> system-view

[SwitchB] Ildp enable

# Enable LLDP on GigabitEthernet1/0/1, setting the LLDP operating mode to Tx.
[SwitchB] interface gigabitethernetl/0/1
[SwitchB-GigabitEthernetl1/0/1] 1ldp enable
[SwitchB-GigabitEthernet1/0/1] 1ldp admin-status tx
[SwitchB-GigabitEthernetl/0/1] quit

3) Verify the configuration.

# Display the global LLDP status and port LLDP status on Switch A.

[SwitchA] display I1ldp status
Global status of LLDP : Enable
The current number of LLDP neighbors : 2
The current number of CDP neighbors : O

LLDP neighbor information last changed time : O days, O hours, 4 minutes, 40 seconds
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Transmit interval : 30s

Hold multiplier : 4
Reinit delay : 2s
Transmit delay : 2s
Trap interval : bs
Fast start times : 3

Port 1 [GigabitEthernetl/0/1]

Port status of LLDP : Enable
Admin status - Rx_Only
Trap flag : No

Roll time : Os

Number of neighbors :
Number of MED neighbors :
Number of CDP neighbors :
Number of sent optional TLV :

O O O Bk B

Number of received unknown TLV :

Port 2 [GigabitEthernetl/0/2]

Port status of LLDP : Enable
Admin status - Rx_Only
Trap flag : No

Roll time : Os

Number of neighbors :
Number of MED neighbors :
Number of CDP neighbors :
Number of sent optional TLV :

w O O O B

Number of received unknown TLV :

# Tear down the link between Switch A and Switch B and then display the global LLDP status and port
LLDP status on Switch A.

[SwitchA] display 1ldp status
Global status of LLDP : Enable
The current number of LLDP neighbors : 1
The current number of CDP neighbors : O

LLDP neighbor information last changed time : O days, O hours, 5 minutes, 20 seconds

Transmit interval : 30s
Hold multiplier -4
Reinit delay : 2s
Transmit delay 1 2s
Trap interval : bs
Fast start times 3

Port 1 [GigabitEthernetl/0/1] :
Port status of LLDP : Enable
Admin status : Rx_Only
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Trap flag : No
Roll time : Os

Number of neighbors

Number of MED neighbors
Number of CDP neighbors
Number of sent optional TLV

o O O Fr Bk

Number of received unknown TLV

Port 2 [GigabitEthernetl1/0/2] :

Port status of LLDP : Enable
Admin status - Rx_Only
Trap flag : No

Roll time : Os

Number of neighbors

Number of MED neighbors
Number of CDP neighbors
Number of sent optional TLV

O O O O o

Number of received unknown TLV

CDP-Compatible LLDP Configuration Example

Network requirements

e GigabitEthernet 1/0/1 and GigabitEthernet 1/0/2 of Switch A are each connected to a Cisco IP
phone.

e Configure voice VLAN 2 on Switch A. Enable CDP compatibility of LLDP on Switch A to allow the
Cisco IP phones to automatically configure the voice VLAN, thus confining their voice traffic within
the voice VLAN to be isolated from other types of traffic.

Network diagram

Figure 1-2 Network diagram for LLDP compatible with CDP configuration

GE1/0/2

GE1/0/1

Cisco IP Phone Cisco IP Phone

Configuration procedure

1) Configure the voice VLAN on Switch A
# Create VLAN 2.

<SwitchA> system-view
[SwitchA] vlan 2
[SwitchA-vlan2] quit
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# Configure the link type of the ports to be trunk and enable the voice VLAN feature on GigabitEthernet
1/0/1 and GigabitEthernet 1/0/2.

[SwitchA] interface gigabitethernet 1/0/1
[SwitchA-GigabitEthernetl/0/1] port link-type trunk
[SwitchA-GigabitEthernetl1/0/1] voice vlan 2 enable
[SwitchA-GigabitEthernetl/0/1] quit

[SwitchA] interface gigabitethernet 1/0/2
[SwitchA-GigabitEthernetl/0/2] port link-type trunk
[SwitchA-GigabitEthernetl1/0/2] voice vlan 2 enable
[SwitchA-GigabitEthernetl/0/2] quit

2) Configure CDP-compatible LLDP on Switch A.

# Enable LLDP globally.
[SwitchA] I1ldp enable

# Enable LLDP to be compatible with CDP globally.

[SwitchA] 1ldp compliance cdp

# Enable LLDP, configure LLDP to operate in TxRx mode, and configure CDP-compatible LLDP to
operate in TXRx mode on GigabitEthernet 1/0/1 and GigabitEthernet 1/0/2.

[SwitchA] interface gigabitethernet 1/0/1
[SwitchA-GigabitEthernetl1/0/1] 1ldp enable
[SwitchA-GigabitEthernetl/0/1] 1ldp admin-status txrx
[SwitchA-GigabitEthernetl1/0/1] 1ldp compliance admin-status cdp txrx
[SwitchA-GigabitEthernetl/0/1] quit

[SwitchA] interface gigabitethernet 1/0/2
[SwitchA-GigabitEthernetl1/0/2] 1ldp enable
[SwitchA-GigabitEthernetl/0/2] 1ldp admin-status txrx
[SwitchA-GigabitEthernetl1/0/2] 1ldp compliance admin-status cdp txrx
[SwitchA-GigabitEthernetl/0/2] quit

3) Verify the configuration

# Display the neighbor information on Switch A.

[SwitchA] display 1ldp neighbor-information
CDP neighbor-information of port 1[GigabitEthernetl/0/1]:
CDP neighbor index : 1

Chassis 1D - SEPO0141CBCDBFE
Port ID : Port 1

Sofrware version : POO30301MFG2
Platform : Cisco IP Phone 7960
Duplex : Full

CDP neighbor-information of port 2[GigabitEthernetl/0/2]:
CDP neighbor index : 2

Chassis 1D - SEPO0141CBCDBFF
Port ID : Port 1

Sofrware version : POO30301MFG2
Platform : Cisco IP Phone 7960
Duplex : Full
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1 MSTP Configuration

When configuring MSTP, go to these sections for information you are interested in:

e MSTP Overview
e Configuration Task List

e Configuring the Root Bridge

e Configuring Leaf Nodes

e Configuring Digest Snooping

e Configuring No Agreement Check

e Configuring Protection Functions

e Displaying and Maintaining MSTP

e MSTP Configuration Example

MSTP Overview
Introduction to STP

Why STP?

The Spanning Tree Protocol (STP) was developed based on the 802.1d standard of IEEE to eliminate
loops at the data link layer in a local area network (LAN). Devices running this protocol detect loops in
the network by exchanging information with one another and eliminate loops by selectively blocking
certain ports to prune the loop structure into a loop-free tree structure. This avoids proliferation and
infinite cycling of packets that would occur in a loop network and prevents decreased performance of
network devices caused by duplicate packets received.

In the narrow sense, STP refers to IEEE 802.1d STP; in the broad sense, STP refers to the IEEE 802.1d
STP and various enhanced spanning tree protocols derived from that protocol.

Protocol Packets of STP
STP uses bridge protocol data units (BPDUs), also known as configuration messages, as its protocol
packets.

STP-enabled network devices exchange BPDUs to establish a spanning tree. BPDUs contain sufficient
information for the network devices to complete spanning tree calculation.

In STP, BPDUs come in two types:

e Configuration BPDUs, used for calculating a spanning tree and maintaining the spanning tree
topology.

e Topology change notification (TCN) BPDUs, used for notifying the concerned devices of network
topology changes, if any.

Basic concepts in STP

1) Root bridge

A tree network must have a root; hence the concept of root bridge was introduced in STP.
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There is one and only one root bridge in the entire network, and the root bridge can change along with
changes of the network topology. Therefore, the root bridge is not fixed.

After network convergence, the root bridge generates and sends out configuration BPDUs at a certain
interval, and other devices just forward the BPDUs. This mechanism ensures stable topologies.

2) Root port

On a non-root bridge, the port nearest to the root bridge is called the root port. The root port is
responsible for communication with the root bridge. Each non-root bridge has one and only one root
port. The root bridge has no root port.

3) Designated bridge and designated port

The following table describes designated bridges and designated ports.

Table 1-1 Description of designated bridges and designated ports:

Classification Designated bridge Designated port

A device directly connected with the The port through which the
For a device local device and responsible for designated bridge forwards BPDUs
forwarding BPDUs to the local device | to this device

The port through which the
designated bridge forwards BPDUs
to this LAN segment

The device responsible for forwarding

Fora LAN BPDUs to this LAN segment

As shown in Figure 1-1, AP1 and AP2, BP1 and BP2, and CP1 and CP2 are ports on Device A, Device
B, and Device C respectively.

e If Device A forwards BPDUSs to Device B through AP1, the designated bridge for Device B is Device
A, and the designated port of Device B is port AP1 on Device A.

e Two devices are connected to the LAN: Device B and Device C. If Device B forwards BPDUs to the
LAN, the designated bridge for the LAN is Device B, and the designated port for the LAN is the port
BP2 on Device B.

Figure 1-1 A schematic diagram of designated bridges and designated ports

Device A

Device C
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@ Note

All the ports on the root bridge are designated ports.

4) Path cost

Path cost is a reference value used for link selection in STP. By calculating path costs, STP selects
relatively robust links and blocks redundant links, and finally prunes the network into a loop-free tree.

How STP works

The devices on a network exchange BPDUs to identify the network topology. Configuration BPDUs
contain sufficient information for the network devices to complete spanning tree calculation. Important
fields in a configuration BPDU include:

e Root bridge ID: consisting of the priority and MAC address of the root bridge.

e Root path cost: the cost of the path to the root bridge.

e Designated bridge ID: consisting of the priority and MAC address of the designated bridge.

e Designated port ID: designated port priority plus port name.

e Message age: age of the configuration BPDU while it propagates in the network.

e Max age: maximum age of the configuration BPDU.

e Hello time: configuration BPDU transmission interval.

e Forward delay: the delay used by STP bridges to transit the state of the root and designated ports
to forwarding.

@ Note

For simplicity, the descriptions and examples below involve only four fields of configuration BPDUs:

e Root bridge ID (represented by device priority)

e Root path cost (related to the rate of the link connected to the port)
e Designated bridge ID (represented by device priority)

e Designated port ID (represented by port name)

Calculation process of the STP algorithm

1) Initial state

Upon initialization of a device, each port generates a BPDU with itself as the root bridge, in which the
root path cost is 0, designated bridge ID is the device ID, and the designated port is the local port.

2) Selection of the optimum configuration BPDU
Each device sends out its configuration BPDU and receives configuration BPDUs from other devices.

The process of selecting the optimum configuration BPDU is as follows:
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Table 1-2 Selection of the optimum configuration BPDU

Step

Actions

Upon receiving a configuration BPDU on a port, the device performs the following:

If the received configuration BPDU has a lower priority than that of the
configuration BPDU generated by the port, the device discards the received
configuration BPDU and does not process the configuration BPDU of this port.

If the received configuration BPDU has a higher priority than that of the
configuration BPDU generated by the port, the device replaces the content of the
configuration BPDU generated by the port with the content of the received
configuration BPDU.

The device compares the configuration BPDUs of all the ports and chooses the
optimum configuration BPDU.

@ Note

The following are the principles of configuration BPDU comparison:

e The configuration BPDU that has the lowest root bridge ID has the highest priority.

e If all the configuration BPDUs have the same root bridge ID, their root path costs are compared.

Assume that the root path cost in a configuration BPDU plus the path cost of a receiving port is S.

The configuration BPDU with the smallest S value has the highest priority.

e If all configuration BPDUs have the same ports value, their designated bridge IDs, designated port

IDs, and the IDs of the receiving ports are compared in sequence. The configuration BPDU

containing a smaller ID wins out.

3) Selection of the root bridge

Initially, each STP-enabled device on the network assumes itself to be the root bridge, with the root
bridge ID being its own device ID. By exchanging configuration BPDUs, the devices compare their root
bridge IDs to elect the device with the smallest root bridge ID as the root bridge.

4) Selection of the root port and designated ports on a non-root device

The process of selecting the root port and designated ports is as follows:

Table 1-3 Selection of the root port and designated ports

Step

Description

A non-root-bridge device regards the port on which it received the optimum
configuration BPDU as the root port.

Based on the configuration BPDU and the path cost of the root port, the device
calculates a designated port configuration BPDU for each of the rest ports.

The root bridge ID is replaced with that of the configuration BPDU of the root port.

The root path cost is replaced with that of the configuration BPDU of the root port
plus the path cost of the root port.

The designated bridge ID is replaced with the ID of this device.
The designated port ID is replaced with the ID of this port.
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Step Description

The device compares the calculated configuration BPDU with the configuration BPDU
on the port of which the port role is to be defined, and acts depending on the
comparison result:

e If the calculated configuration BPDU is superior, the device considers this port as

3 the designated port, and replaces the configuration BPDU on the port with the
calculated configuration BPDU, which will be sent out periodically.

e If the configuration BPDU on the port is superior, the device blocks this port
without updating its configuration BPDU. The blocked port can receive BPDUs but
not send BPDUs or forward data.

@ Note

When the network topology is stable, only the root port and designated ports forward traffic, while other
ports are all in the blocked state — they receive BPDUs but do not forward BPDUs or user traffic.

A tree-shape topology forms upon successful election of the root bridge, the root port on each non-root
bridge and the designated ports.

The following is an example of how the STP algorithm works. As shown in Figure 1-2, assume that the
priority of Device A is 0, the priority of Device B is 1, the priority of Device C is 2, and the path costs of
these links are 5, 10 and 4 respectively.

Figure 1-2 Network diagram for the STP algorithm

Device A
With priority O

Device B

With priority 1
P ¥ Device C

With priority 2

e Initial state of each device

The following table shows the initial state of each device.

Table 1-4 Initial state of each device

Device Port name BPDU of port
AP1 {0,0, 0, AP1}
Device A
AP2 {0, 0, 0, AP2}
BP1 {1,0,1, BP1}
Device B
BP2 {1,0, 1, BP2}
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Device Port name BPDU of port
CP1 {2, 0,2, CP1}
Device C
CP2 {2,0,2,CP2}

e Comparison process and result on each device

The following table shows the comparison process and result on each device.

Table 1-5 Comparison process and result on each device

Device

Comparison process

BPDU of port after
comparison

Device A

Port AP1 receives the configuration BPDU of Device B
{1, 0, 1, BP1}. Device A finds that the configuration
BPDU of the local port {0, 0, 0, AP1} is superior to the
received configuration BPDU, and therefore discards the
received configuration BPDU.

Port AP2 receives the configuration BPDU of Device C
{2, 0, 2, CP1}. Device A finds that the BPDU of the local
port {0, O, 0, AP2} is superior to the received
configuration BPDU, and therefore discards the received
configuration BPDU.

Device A finds that both the root bridge and designated
bridge in the configuration BPDUs of all its ports are
itself, so it assumes itself to be the root bridge. In this
case, it does not make any change to the configuration
BPDU of each port, and starts sending out configuration
BPDUs periodically.

AP1: {0, 0, 0, AP1}
AP2: {0, 0, 0, AP2}

Device B

Port BP1 receives the configuration BPDU of Device A
{0, 0, 0, AP1}. Device B finds that the received
configuration BPDU is superior to the configuration
BPDU of the local port {1, 0, 1, BP1}, and updates the
configuration BPDU of BP1.

Port BP2 receives the configuration BPDU of Device C
{2, 0, 2, CP2}. Device B finds that the configuration
BPDU of the local port {1, 0, 1, BP2} is superior to the
received configuration BPDU, and therefore discards the
received configuration BPDU.

BP1: {0, 0, 0, AP1}
BP2: {1, 0, 1, BP2}

Device B compares the configuration BPDUs of all its
ports, and determines that the configuration BPDU of
BP1 is the optimum configuration BPDU. Then, it uses
BP1 as the root port, the configuration BPDUs of which
will not be changed.

Based on the configuration BPDU of BP1 and the path
cost of the root port (5), Device B calculates a designated
port configuration BPDU for BP2 {0, 5, 1, BP2}.

Device B compares the calculated configuration BPDU
{0, 5, 1, BP2} with the configuration BPDU of BP2. As the
calculated BPDU is superior, BP2 will act as the
designated port, and the configuration BPDU on this port
will be replaced with the calculated configuration BPDU,
which will be sent out periodically.

Root port BP1:

{0, 0, 0, AP1}
Designated port BP2:
{0, 5, 1, BP2}
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BPDU of port after

Device Comparison process .
comparison

e Port CP1 receives the configuration BPDU of Device A
{0, 0, 0, AP2}. Device C finds that the received
configuration BPDU is superior to the configuration
BPDU of the local port {2, 0, 2, CP1}, and updates the
configuration BPDU of CP1. CP1: {0, 0, 0, AP2}

e Port CP2 receives the configuration BPDU of port BP2 of o
Device B {1, 0, 1, BP2} before the configuration BPDU is | P2 {1. 0. 1, BP2}
updated. Device C finds that the received configuration
BPDU is superior to the configuration BPDU of the local
port {2, 0, 2, CP2}, and therefore updates the
configuration BPDU of CP2.

After comparison:

e The configuration BPDU of CP1 is elected as the
optimum configuration BPDU, so CP1 is identified as the | gyot port CP1:
root port, the configuration BPDUs of which will not be
changed. ) {0, 0,0, APZ}

e Device C compares the calculated designated port Designated port CP2:
configuration BPDU {0, 10, 2, CP2} with the configuration | {0, 10, 2, CP2}
BPDU of CP2, and CP2 becomes the designated port,
and the configuration BPDU of this port will be replaced
with the calculated configuration BPDU.

Device C | ¢ Then, port CP2 receives the updated configuration
BPDU of Device B {0, 5, 1, BP2}. Because the received
configuration BPDU is superior to its own configuration .

BPDU, Device C launches a BPDU update process. CP1:{0, 0,0, AP2}

e At the same time, port CP1 receives periodic CP2:{0, 5,1, BP2}
configuration BPDUs from Device A. Device C does not
launch an update process after comparison.

After comparison:

e Because the root path cost of CP2 (9) (root path cost of
the BPDU (5) plus path cost corresponding to CP2 (4)) is
smaller than the root path cost of CP1 (10) (root path cost
of the BPDU (0) + path cost corresponding to CP2 (10)),
the BPDU of CP2 is elected as the optimum BPDU, and | Blocked port CP2:
CP2 is elected as the root port, the messages of which {0, 0, 0, AP2}

will not be cha.mged. . . Root port CP2:
e After comparison between the configuration BPDU of

CP1 and the calculated designated port configuration {0, 5,1, BP2}
BPDU, port CP1 is blocked, with the configuration BPDU
of the port unchanged, and the port will not receive data
from Device A until a spanning tree calculation process is
triggered by a new event, for example, the link from
Device B to Device C going down.

After the comparison processes described in the table above, a spanning tree with Device A as the root
bridge is established as shown in Figure 1-3.

1-7



Figure 1-3 The final calculated spanning tree

Device A
With priority O

Device B
With priority 1

Device C
With priority 2

@ Note

The spanning tree calculation process in this example is only simplified process.

The BPDU forwarding mechanism in STP

Upon network initiation, every switch regards itself as the root bridge, generates configuration
BPDUs with itself as the root, and sends the configuration BPDUs at a regular hello interval.

If it is the root port that received a configuration BPDU and the received configuration BPDU is
superior to the configuration BPDU of the port, the device increases the message age carried in the
configuration BPDU following a certain rule and starts a timer to time the configuration BPDU while
sending out this configuration BPDU through the designated port.

If the configuration BPDU received on a designated port has a lower priority than the configuration
BPDU of the local port, the port immediately sends out its own configuration BPDU in response.

If a path becomes faulty, the root port on this path will no longer receive new configuration BPDUs
and the old configuration BPDUs will be discarded due to timeout. In this case, the device will
generate a configuration BPDU with itself as the root and send out the BPDUs and TCN BPDUs.
This triggers a new spanning tree calculation process to establish a new path to restore the
network connectivity.

However, the newly calculated configuration BPDU will not be propagated throughout the network
immediately, so the old root ports and designated ports that have not detected the topology change

continue forwarding data along the old path. If the new root ports and designated ports begin to forward

data as soon as they are elected, a temporary loop may occur.

STP timers

STP calculation involves three important timing parameters: forward delay, hello time, and max age.

Forward delay is the delay time for device state transition.

A path failure can cause spanning tree re-calculation to adapt the spanning tree structure to the change.
However, the resulting new configuration BPDU cannot propagate throughout the network immediately.

If the newly elected root ports and designated ports start to forward data right away, a temporary loop is

likely to occur.
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For this reason, as a mechanism for state transition in STP, the newly elected root ports or designated
ports require twice the forward delay time before transiting to the forwarding state to ensure that the new
configuration BPDU has propagated throughout the network.

e Hello time is the time interval at which a device sends hello packets to the surrounding devices to
ensure that the paths are fault-free.

e Max age is a parameter used to determine whether a configuration BPDU held by the device has
expired. A configuration BPDU beyond the max age will be discarded.

Introduction to MSTP

Why MSTP

1) Weakness of STP and RSTP

STP does not support rapid state transition of ports. A newly elected root port or designated port must
wait twice the forward delay time before transiting to the forwarding state, even if it is a port on a
point-to-point link or an edge port, which directly connects to a user terminal rather than to another
device or a shared LAN segment.

The Rapid Spanning Tree Protocol (RSTP) is an optimized version of STP. RSTP allows a newly
elected root port or designated port to enter the forwarding state much quicker under certain conditions
than in STP. As a result, it takes a shorter time for the network to converge.

@ Note

e InRSTP, a newly elected root port can enter the forwarding state rapidly if this condition is met: The
old root port on the device has stopped forwarding data and the upstream designated port has
started forwarding data.

e In RSTP, a newly elected designated port can enter the forwarding state rapidly if this condition is
met: The designated port is an edge port or a port connected with a point-to-point link. If the
designated port is an edge port, it can enter the forwarding state directly; if the designated port is
connected with a point-to-point link, it can enter the forwarding state immediately after the device
undergoes handshake with the downstream device and gets a response.

Although RSTP supports rapid network convergence, it has the same drawback as STP does: All
bridges within a LAN share the same spanning tree, so redundant links cannot be blocked based on
VLAN, and the packets of all VLANs are forwarded along the same spanning tree.

2) Features of MSTP

The Multiple Spanning Tree Protocol (MSTP) overcomes the shortcomings of STP and RSTP. In
addition to the support for rapid network convergence, it also allows data flows of different VLANs to be
forwarded along separate paths, thus providing a better load sharing mechanism for redundant links.
For description about VLANS, refer to VLAN Configuration in the Access Volume.

MSTP features the following:

e  MSTP supports mapping VLANs to MST instances (MSTIs) by means of a VLAN-to-MSTI| mapping
table. MSTP can reduce communication overheads and resource usage by mapping multiple
VLANSs to one MSTI.
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e MSTP divides a switched network into multiple regions, each containing multiple spanning trees
that are independent of one another.

e MSTP prunes a loop network into a loop-free tree, thus avoiding proliferation and endless cycling of
packets in a loop network. In addition, it provides multiple redundant paths for data forwarding, thus
supporting load balancing of VLAN data.

e MSTP is compatible with STP and RSTP.

Basic concepts in MSTP

Figure 1-4 Basic concepts in MSTP

Region AO

VLAN 1 mapped to instance 1
VLAN 2 mapped to instance 2
Other VLANs mapped to CIST

Region DO

VLAN 1 mapped to instance 1,
B as regional root bridge.
VLAN 2 mapped to instance 2,
C as regional root bridge.
Other VLANs mapped to CIST

Region BO

VLAN 1 mapped to instance 1
VLAN 2 mapped to instance 2
Other VLANs mapped to CIST

Region CO

VLAN 1 mapped to instance 1
VLAN 2,3 mapped to instance 2
Other VLANs mapped to CIST

Assume that all devices in Figure 1-4 are running MSTP. This section explains some basic concepts of
MSTP.

2) MST region
A multiple spanning tree region (MST region) consists of multiple devices in a switched network and the

network segments among them. These devices have the following characteristics:

e All are MSTP-enabled,

e They have the same region name,

e They have the same VLAN-to-MSTI mapping configuration,
e  They have the same MSTP revision level configuration, and
e They are physically linked with one another.

For example, all the devices in region A0 in Figure 1-4 have the same MST region configuration:

e The same region name,

e  The same VLAN-to-MSTI mapping configuration (VLAN 1 is mapped to MSTI 1, VLAN 2 to MSTI 2,
and the rest to the common and internal spanning tree (CIST, that is, MSTI 0), and

e The same MSTP revision level (not shown in the figure).
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Multiple MST regions can exist in a switched network. You can use an MSTP command to assign
multiple devices to the same MST region.

3) VLAN-to-MSTI mapping table

As an attribute of an MST region, the VLAN-to-MSTI mapping table describes the mapping relationships
between VLANs and MSTIs. In Figure 1-4, for example, the VLAN-to-MSTI mapping table of region A0
is as follows: VLAN 1 is mapped to MSTI 1, VLAN 2 to MSTI 2, and the rest to CIST. MSTP achieves
load balancing by means of the VLAN-to-MSTI mapping table.

4) IST

An internal spanning tree (IST) is a spanning tree that runs in an MST region.

ISTs in all MST regions and the common spanning tree (CST) jointly constitute the common and internal
spanning tree (CIST) of the entire network. An IST is a section of the CIST.

In Figure 1-4, for example, the CIST has a section in each MST region, and this section is the IST in the
respective MST region.
5) CST

The CST is a single spanning tree that connects all MST regions in a switched network. If you regard
each MST region as a “device”, the CST is a spanning tree calculated by these “devices” through STP
or RSTP. For example, the red lines in Figure 1-4 represent the CST.

6) CIST

Jointly constituted by ISTs and the CST, the CIST is a single spanning tree that connects all devices in a
switched network.

In Figure 1-4, for example, the ISTs in all MST regions plus the inter-region CST constitute the CIST of
the entire network.

7) MSTI

Multiple spanning trees can be generated in an MST region through MSTP, one spanning tree being
independent of another. Each spanning tree is referred to as a multiple spanning tree instance (MSTI).
In Figure 1-4, for example, multiple spanning trees can exist in each MST region, each spanning tree
corresponding to the specific VLAN(s). These spanning trees are called MSTIs.

8) Regional root bridge

The root bridge of the IST or an MSTI within an MST region is the regional root bridge of the IST or the
MSTI. Based on the topology, different spanning trees in an MST region may have different regional
roots.

For example, in region DO in Figure 1-4, the regional root of MSTI 1 is device B, while that of MSTI 2 is
device C.

9) Common root bridge

The common root bridge is the root bridge of the CIST.

In Figure 1-4, for example, the common root bridge is a device in region AQ.
10) Boundary port

A boundary port is a port that connects an MST region to another MST region, or to a single
spanning-tree region running STP, or to a single spanning-tree region running RSTP. In Figure 1-4, for
example, if a device in region A0 is interconnected with the first port of a device in region DO and the
common root bridge of the entire switched network is located in region AO, the first port of that device in
region DO is the boundary port of region DO.



During MSTP calculation, a boundary port’s role on an MSTI is consistent with its role on the CIST. But
that is not true with master ports. A master port on MSTls is a root port on the CIST.

11) Roles of ports

MSTP calculation involves these port roles: root port, designated port, master port, alternate port,

backup port, and so on.

Root port: a port responsible for forwarding data to the root bridge.

Designated port: a port responsible for forwarding data to the downstream network segment or
device.

Master port: A port on the shortest path from the current region to the common root bridge,
connecting the MST region to the common root bridge. If the region is seen as a node, the master
port is the root port of the region on the CST. The master port is a root port on IST/CIST and still a
master port on the other MSTIs.

Alternate port: The standby port for the root port and the master port. When the root port or master
port is blocked, the alternate port becomes the new root port or master port.

Backup port: The backup port of a designated port. When the designated port is blocked, the
backup port becomes a new designated port and starts forwarding data without delay. A loop
occurs when two ports of the same MSTP device are interconnected. Therefore, the device will
block either of the two ports, and the backup port is that port to be blocked.

A port can play different roles in different MSTls.

Figure 1-5 Port roles

Connecting to the
common root bridge

Boundary port

MST region

Backup port

Figure 1-5 helps understand these concepts. In this figure:

Devices A, B, C, and D constitute an MST region.

Port 1 and port 2 of device A connect to the common root bridge.

Port 5 and port 6 of device C form a loop.

Port 3 and port 4 of device D connect downstream to other MST regions.

12) Port states



In MSTP, port states fall into the following three:

e Forwarding: the port learns MAC addresses and forwards user traffic;
e Learning: the port learns MAC addresses but does not forward user traffic;
e Discarding: the port neither learns MAC addresses nor forwards user traffic.

@ Note

When in different MSTls, a port can be in different states.

A port state is not exclusively associated with a port role. Table 1-6 lists the port state(s) supported by
each port role (“V” indicates that the port supports this state, while “—* indicates that the port does not
support this state).

Table 1-6 Ports states supported by different port roles

Port role (right) =
Port state oot ps;tr/tmaster Designated port Alternate port Backup port
(below)
Forwarding \ \ — —
Learning N N — _
Discarding \ \ \ \

How MSTP works

MSTP divides an entire Layer 2 network into multiple MST regions, which are interconnected by a
calculated CST. Inside an MST region, multiple spanning trees are calculated, each being called an
MSTI. Among these MSTIs, MSTI 0 is the IST, while all the others are MSTIs. Similar to STP, MSTP
uses configuration BPDUSs to calculate spanning trees. The only difference between the two protocols is
that an MSTP BPDU carries the MSTP configuration on the device from which this BPDU is sent.

1) CIST calculation

The calculation of a CIST tree is also the process of configuration BPDU comparison. During this
process, the device with the highest priority is elected as the root bridge of the CIST. MSTP generates
an IST within each MST region through calculation, and, at the same time, MSTP regards each MST
region as a single device and generates a CST among these MST regions through calculation. The CST
and ISTs constitute the CIST of the entire network.

2) MSTI calculation

Within an MST region, MSTP generates different MSTIs for different VLANs based on the
VLAN-to-MSTI mappings. MSTP performs a separate calculation process, which is similar to spanning
tree calculation in STP, for each spanning tree. For details, refer to How STP works.

In MSTP, a VLAN packet is forwarded along the following paths:

e Within an MST region, the packet is forwarded along the corresponding MSTI.
e Between two MST regions, the packet is forwarded along the CST.



Implementation of MSTP on devices

MSTP is compatible with STP and RSTP. STP and RSTP protocol packets can be recognized by
devices running MSTP and used for spanning tree calculation.

In addition to basic MSTP functions, many special functions are provided for ease of management, as
follows:

e Root bridge hold

e Root bridge backup
e Root guard

e BPDU guard

e Loop guard

e TC-BPDU guard

Protocols and Standards

MSTP is documented in:

e |EEE 802.1d: Spanning Tree Protocol
¢ |EEE 802.1w: Rapid Spanning Tree Protocol
o |EEE 802.1s: Multiple Spanning Tree Protocol

Configuration Task List

Before configuring MSTP, you need to know the position of each device in each MSTI: root bridge or
leave node. In each MSTI, one, and only one device acts as the root bridge, while all others as leaf
nodes.

Complete these tasks to configure MSTP:

Task Remarks

Configuring an MST Region Required

Specifying the Root Bridge or a Secondary Root Bridge | Optional

Configuring the Work Mode of an MSTP Device Optional
Configuring the Priority of the Current Device Optional
Configuring the Maximum Hops of an MST Region Optional
Configuring the Network Diameter of a Switched :
Optional
Network
Configuring the Root Configuring Timers of MSTP Optional
Bridge Configuring the Timeout Factor Optional
Configuring the Maximum Port Rate Optional
Configuring Ports as Edge Ports Optional
Setting the Link Type of a Port to P2P Optional
Configuring the Mode a Port Uses to Recognize/Send Optional

MSTP Packets

Enabling the Output of Port State Transition Information | Optional

Enabling the MSTP Feature Required




Task Remarks
Configuring an MST Region Required
Configuring the Work Mode of an MSTP Device Optional
Configuring the Timeout Factor Optional
Configuring the Maximum Port Rate Optional
Configuring Ports as Edge Ports Optional
ﬁgggggﬁ?}%:ﬁﬁ;q Configuring Path Costs of Ports Optional
Leaf Nodes Configuring Port Priority Optional
Setting the Link Type of a Port to P2P Optional
,(\DAonfiqurinq the Mode a Port Uses to Recognize/Send Optional
STP Packets
Enabling the Output of Port State Transition Information | Optional
Enabling the MSTP Feature Required
Performing mCheck Optional
Configuring Digest Snooping Optional
Configuring No Agreement Check Optional
Configuring Protection Functions Optional

@ Note

If both GVRP and MSTP are enabled on a device at the same time, GVRP packets will be
forwarded along the CIST. Therefore, if you wish to advertise a certain VLAN within the network
through GVRP in this case, make sure that this VLAN is mapped to the CIST (MSTI 0) when
configuring the VLAN-to-MSTI mapping table. For the detailed information of GVRP, refer to GVRP
Configuration of the Access Volume.

MSTP is mutually exclusive with any of the following functions on a port: service loopback, RRPP,
Smart Link, and BPDU tunnel.

Configurations made in Layer-2 aggregate interface view can take effect only on the aggregate
interface; configurations made on an aggregation member port can take effect only after the port is
removed from the aggregation group. For detailed information about link aggregation, refer to Link
Aggregation Configuration in the Access Volume.

After you enable MSTP on a Layer-2 aggregate interface, the system performs MSTP calculation
on the Layer-2 aggregate interface but not on the aggregation member ports. The MSTP enable
state and forwarding state of each selected port in an aggregation group is consistent with those of
the corresponding Layer-2 aggregate interface.

Though the member port of an aggregation group does not participate in MSTP calculation, the
port still reserves its MSTP configurations for participating MSTP calculation after leaving the
aggregation group.




Configuring the Root Bridge
Configuring an MST Region

Configuration procedure

Follow these steps to configure an MST region:

To do... Use the command... Remarks
Enter system view system-view —
Enter MST region view stp region-configuration —
Optional

Configure the MST region : . .
name region-name name The MST region name is the

MAC address by default.

. . . ) Optional

] instance instance-id vlan vlan-list .
Configure the Use either command.
YEIAN'“’"V'ST' mapping All VLANSs in an MST region
able vlan-mapping modulo modulo are mapped to MSTI 0 by

default.

Configure the MSTP Optional
revision level of the MST revision-level level
region 0 by default
Activate MST region . . . : .

. . active region-configuration Required
configuration manually
Display all the
configuration information of | check region-configuration Optional

the MST region

Display the currently
effective MST region display stp region-configuration
configuration information

The display command can
be executed in any view.

@ Note

Two or more MSTP-enabled devices belong to the same MST region only if they are configured to have
the same MST region name, the same VLAN-to-MSTI mapping entries in the MST region and the same
MST region revision level, and they are interconnected via a physical link.

The configuration of MST region—related parameters, especially the VLAN-to-MSTI mapping table, will
cause MSTP to launch a new spanning tree calculation process, which may result in network topology
instability. To reduce the possibility of topology instability caused by configuration, MSTP will not
immediately launch a new spanning tree calculation process when processing MST region—-related
configurations; instead, such configurations will take effect only after you:

e activate the MST region—related parameters using the active region-configuration command, or
e enable MSTP using the stp enable command.



Configuration example

# Configure the MST region name to be “info”, the MSTP revision level to be 1, and VLAN 2 through
VLAN 10 to be mapped to MSTI 1 and VLAN 20 through VLAN 30 to MSTI 2.

<Sysname> system-view

[Sysname] stp region-configuration

[Sysname-mst-region] region-name info

[Sysname-mst-region] instance 1 vlan 2 to 10

[Sysname-mst-region] instance 2 vlan 20 to 30

[Sysname-mst-region] revision-level 1

[Sysname-mst-region] active region-configuration
Specifying the Root Bridge or a Secondary Root Bridge

MSTP can determine the root bridge of a spanning tree through MSTP calculation. Alternatively, you
can specify the current device as the root bridge using the commands provided by the system.

Specifying the current device as the root bridge of a specific spanning tree

Follow these steps to specify the current device as the root bridge of a specific spanning tree:

To do... Use the command... Remarks
Enter system view system-view —
Specify the current device as . . . Required
. . stp [ instance instance-id ] ,
the root bridge of a specific root primary By default, a device does not
spanning tree function as the root bridge.

Specifying the current device as a secondary root bridge of a specific spanning tree

Follow these steps to specify the current device as a secondary root bridge of a specific spanning tree:

To do... Use the command... Remarks
Enter system view system-view —
. . Required

Specify the current device as a stp [instance instance-id | .

secondary root bridge of a rogt coeondar By dgfault, a device does not
specific spanning tree y fupctlon as a secondary root

bridge.
Note that:

e After specifying the current device as the root bridge or a secondary root bridge, you cannot
change the priority of the device.

e You can configure the current device as the root bridge or a secondary root bridge of an MSTI,
which is specified by instance instance-id in the command. If you set instance-id to 0, the current
device will be the root bridge or a secondary root bridge of the CIST.

e The current device has independent roles in different MSTls. It can act as the root bridge or a
secondary root bridge of one instance while it can also act as the root bridge or a secondary root
bridge of another MSTI. However, the same device cannot be the root bridge and a secondary root
bridge in the same MSTI at the same time.



There is one and only one root bridge in effect in a spanning tree instance. If two or more devices
have been designated to be root bridges of the same spanning tree instance, MSTP will select the
device with the lowest MAC address as the root bridge.

You can specify multiple secondary root bridges for the same instance. Namely, you can specify
secondary root bridges for the same instance on two or more than two devices.

When the root bridge of an instance fails or is shut down, the secondary root bridge (if you have
specified one) can take over the role of the primary root bridge. However, if you specify a new
primary root bridge for the instance at this time, the secondary root bridge will not become the root
bridge. If you have specified multiple secondary root bridges for an instance, when the root bridge
fails, MSTP will select the secondary root bridge with the lowest MAC address as the new root
bridge.

Alternatively, you can also specify the current device as the root bridge by setting the priority of the
device to 0. For the device priority configuration, refer to Configuring the Priority of the Current

Device.

Configuration example

# Specify the current device as the root bridge of MSTI 1 and a secondary root bridge of MSTI 2.

<Sysname> system-view

[Sysname] stp instance 1 root primary

[Sysname] stp instance 2 root secondary

Configuring the Work Mode of an MSTP Device

MSTP and RSTP can recognize each other’s protocol packets, so they are mutually compatible.

However, STP is unable to recognize MSTP packets. For hybrid networking with legacy STP devices

and for full interoperability with RSTP-enabled devices, MSTP supports three work modes:
STP-compatible mode, RSTP mode, and MSTP mode.

In STP-compatible mode, all ports of the device send out STP BPDUs,

In RSTP mode, all ports of the device send out RSTP BPDUs. If the device detects that it is
connected with a legacy STP device, the port connecting with the legacy STP device will
automatically migrate to STP-compatible mode.

In MSTP mode, all ports of the device send out MSTP BPDUs. If the device detects that it is
connected with a legacy STP device, the port connecting with the legacy STP device will
automatically migrate to STP-compatible mode.

Configuration procedure

Follow these steps to configure the MSTP work mode:

To do... Use the command... Remarks
Enter system view system-view —
Configure the work mode of stp mode { stp | rstp | mstp } Optional
MSTP MSTP mode by default

Configuration example

# Configure MSTP to work in STP-compatible mode.

<Sysname> system-view



[Sysname] stp mode stp

Configuring the Priority of the Current Device

The priority of a device determines whether it can be elected as the root bridge of a spanning tree. A
lower value indicates a higher priority. By setting the priority of a device to a low value, you can specify
the device as the root bridge of the spanning tree. An MSTP-enabled device can have different priorities
in different MSTIs.

Configuration procedure

Follow these steps to configure the priority of the current device in a specified MSTI:

To do... Use the command... Remarks

Enter system view system-view —

Configure the priority of the current | stp [ instance instance-id ] priority | Optional
device in a specified MSTI priority 32768 by default

A Caution

e After specifying the current device as the root bridge or a secondary root bridge, you cannot
change the priority of the device.

e During root bridge selection, if all devices in a spanning tree have the same priority, the one with
the lowest MAC address will be selected as the root bridge of the spanning tree.

Configuration example

# Set the device priority in MSTI 1 to 4096.

<Sysname> system-view

[Sysname] stp instance 1 priority 4096

Configuring the Maximum Hops of an MST Region

By setting the maximum hops of an MST region, you can restrict the region size. The maximum hops
configured on the regional root bridge will be used as the maximum hops of the MST region.

The regional root bridge always sends a configuration BPDU with a hop count set to the maximum value.
When a switch receives this configuration BPDU, it decrements the hop count by 1 and uses the new
hop count in the BPDUs it propagates. When the hop count of a BPDU reaches 0, it is discarded by the
device that received it. Thus, devices beyond the reach of the maximum hop can no longer take part in
spanning tree calculation, and thereby the size of the MST region is confined.

All the devices other than the root bridge in the MST region use the maximum hop value set for the root
bridge.

Configuration procedure

Follow these steps to configure the maximum number of hops of the MST region:



To do... Use the command... Remarks

Enter system view system-view —

Configure the maximum hops | (. .\ Optional
of the MST region P P P 20 by default

g Note

A larger maximum hops setting means a larger size of the MST region. Only the maximum hops
configured on the regional root bridge can restrict the size of the MST region.

Configuration example

# Set the maximum hops of the MST region to 30.

<Sysname> system-view

[Sysname] stp max-hops 30

Configuring the Network Diameter of a Switched Network

Any two stations in a switched network are interconnected through a specific path composed of a series
of devices. The network diameter is the number of devices on the path composed of the most devices.

Configuration procedure

Follow these steps to configure the network diameter of the switched network:

To do... Use the command... Remarks
Enter system view system-view —
Configure the network diameter | stp bridge-diameter Optional
of the switched network bridge-number 7 by default

@ Note

e The network diameter is a parameter that indicates the network size. A bigger network diameter
represents a larger network size.

e Based on the network diameter you configured, MSTP automatically sets an optimal hello time,
forward delay, and max age for the device.

e The configured network diameter is effective for the CIST only, and not for MSTls. Each MST
region is considered as a device.

Configuration example

# Set the network diameter of the switched network to 6.
<Sysname> system-view

[Sysname] stp bridge-diameter 6
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MSTP involves three timers: forward delay, hello time and max age. You can configure these three

Configuring Timers of MSTP

parameters for MSTP to calculate spanning trees.

Configuration procedure

Follow these steps to configure the timers of MSTP:

To do...

Use the command...

Remarks

Enter system view

system-view

Configure the forward
delay timer

stp timer forward-delay
centi-seconds

Optional

1,500 centiseconds (15 seconds) by default

Configure the hello
timer

stp timer hello
centi-seconds

Optional

200 centiseconds (2 seconds) by default

Configure the max age
timer

stp timer max-age
centi-seconds

Optional

2,000 centiseconds (20 seconds) by default

These three timers set on the root bridge of the CIST apply on all the devices on the entire switched
network.

A Caution

The length of the forward delay time is related to the network diameter of the switched network.
Typically, the larger the network diameter is, the longer the forward delay time should be. Note that
if the forward delay setting is too small, temporary redundant paths may be introduced; if the
forward delay setting is too big, it may take a long time for the network to converge. We recommend
that you use the default setting.

An appropriate hello time setting enables the device to timely detect link failures on the network
without using excessive network resources. If the hello time is set too long, the device will take
packet loss as a link failure and trigger a new spanning tree calculation process; if the hello time is
set too short, the device will send repeated configuration BPDUs frequently, which adds to the
device burden and causes waste of network resources. We recommend that you use the default
setting.

If the max age time setting is too small, the network devices will frequently launch spanning tree
calculations and may take network congestion as a link failure; if the max age setting is too large,
the network may fail to timely detect link failures and fail to timely launch spanning tree calculations,
thus reducing the auto-sensing capability of the network. We recommend that you use the default
setting.

The settings of hello time, forward delay and max age must meet the following formulae; otherwise

network instability will frequently occur.

2 x (forward delay — 1 second) > max age
Max age > 2 x (hello time + 1 second)
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We recommend that you specify the network diameter with the stp root primary command and let
MSTP automatically calculate optimal settings of these three timers.

Configuration example

# Set the forward delay to 1,600 centiseconds, hello time to 300 centiseconds, and max age to 2,100
centiseconds.

<Sysname> system-view

[Sysname] stp timer forward-delay 1600

[Sysname] stp timer hello 300

[Sysname] stp timer max-age 2100

Configuring the Timeout Factor

After the network topology is stabilized, each non-root-bridge device forwards configuration BPDUs to
the downstream devices at the interval of hello time to check whether any link is faulty. Typically, if a
device does not receive a BPDU from the upstream device within nine times the hello time, it will
assume that the upstream device has failed and start a new spanning tree calculation process.

In a very stable network, this kind of spanning tree calculation may occur because the upstream device

is busy. In this case, you can avoid such unwanted spanning tree calculation by lengthening the timeout
time.

Configuration procedure

Follow these steps to configure the timeout factor:

To do... Use the command... Remarks
Enter system view system-view —
Configure the timeout factor of . Optional
. stp timer-factor number
the device 3 by default

@ Note

e Timeout time = timeout factor x 3 x hello time.

e Typically, we recommend that you set the timeout factor to 5, or 6, or 7 for a stable network.

Configuration example

# Set the timeout factor to 6.

<Sysname> system-view

[Sysname] stp timer-factor 6

Configuring the Maximum Port Rate
The maximum rate of a port refers to the maximum number of MSTP packets that the port can send

within each hello time. The maximum rate of a port is related to the physical status of the port and the
network structure.

1-22



Configuration procedure

Follow these steps to configure the maximum rate of a port or a group of ports:

To do...

Use the command...

Remarks

Enter system view

system-view

Enter Ethernet Required

Enter g\rti;f?/g(ra_glew interface interface-type Use either command.

interface view | aggregate interface-number Configurations made in interface

or port group | interface view view will take effect on the current

view port only; configurations made in
Enter port port-group manual port group view will take effect on all
group view port-group-name ports in the port group.

Optional
10 by default

Configure the maximum rate of
the port(s)

stp transmit-limit
packet-number

@ Note

If the maximum rate setting of a port is too big, the port will send a large number of MSTP packets within
each hello time, thus using excessive network resources. We recommend that you use the default
setting.

Configuration example

# Set the maximum transmission rate of port GigabitEthernet 1/0/1 to 5.

<Sysname> system-view
[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] stp transmit-limit 5

Configuring Ports as Edge Ports

If a port directly connects to a user terminal rather than another device or a shared LAN segment, this
port is regarded as an edge port. When a network topology change occurs, an edge port will not cause
a temporary loop. Because a device does not know whether a port is directly connected to a terminal,
you need to manually configure the port to be an edge port. After that, this port can transition rapidly
from the blocked state to the forwarding state without delay.
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Configuration procedure

Follow these steps to specify a port or a group of ports as edge port(s):

To do...

Use the command...

Remarks

Enter system view

system-view

Enter
interface view
or port group
view

Enter Ethernet
interface view
or Layer-2
aggregate
interface view

interface interface-type
interface-number

Enter port
group view

port-group manual
port-group-name

Required
Use either command.

Configurations made in interface
view will take effect on the current
port only; configurations made in
port group view will take effect on all
ports in the port group.

Configure the port(s) as edge

port(s)

stp edged-port enable

Required

All Ethernet ports are non-edge
ports by default.

@ Note

e With BPDU guard disabled, when a port set as an edge port receives a BPDU from another port, it
will become a non-edge port again. To restore the edge port, re-enable it.

e If a port directly connects to a user terminal, configure it as an edge port and enable BPDU guard
for it. This enables the port to transition to the forwarding state fast while ensuring network security.

Configuration example

# Configure GigabitEthernet 1/0/1 to be an edge port.

<Sysname> system-view

[Sysname] interface gigabitethernet 1/0/1

[Sysname-GigabitEthernetl/0/1] stp edged-port enable

Setting the Link Type of a Port to P2P

A point-to-point link is a link directly connecting two devices. If the two ports across a point-to-point link
are root ports or designated ports, the ports can rapidly transition to the forwarding state after a
proposal-agreement handshake process.

1-24



Configuration procedure

Follow these steps to set the type of a connected link to P2P:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet Required

interface view or ?nterface interface-type Use either command.
Enter Layer-2 aggregate | interface-number i . o
interface interface view Configurations made in interface
view or port view will take effect on the current
group view i port only; configurations made in

\I/Ei:;sr port group pgrrtt_ gr:)(Lu F_Jnrgrir;ual port group view will take effect on

port-group all ports in the port group.

Optional

stp point-to-point { auto | The default setting is auto;

force-false | force-true } | namely the port automatically
detects whether its link is

point-to-point.

Set the link type to P2P

g Note

e A lLayer-2 aggregate interface can be configured to connect to a point-to-point link. If a port works
in auto-negotiation mode and the negotiation result is full duplex, this port can be configured as
connecting to a point-to-point link.

e Ifaportis configured as connecting to a point-to-point link, the setting takes effect for the port in all
MSTls. If the physical link to which the port connects is not a point-to-point link and you force it to
be a point-to-point link by configuration, the configuration may incur a temporary loop.

Configuration example

# Configure port GigabitEthernet 1/0/1 as connecting to a point-to-point link.
<Syshame> system-view

[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] stp point-to-point force-true

Configuring the Mode a Port Uses to Recognize/Send MSTP Packets

A port can send/recognize MSTP packets of two formats:

e 802.1s-compliant standard format, and
e Compatible format

By default, the packet format recognition mode of a port is auto, namely the port automatically
distinguishes the two MSTP packet formats, and determines the format of packets it will send based on
the recognized format. You can configure the MSTP packet format to be used by a port. After the
configuration, when working in MSTP mode, the port sends and receives only MSTP packets of the
format you have configured to communicate with devices that send packets of the same format.
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Configuration procedure

Follow these steps to configure the MSTP packet format to be supported by a port or a group of ports:

To do... Use the command... Remarks
Enter system view system-view —

Enter Ethernet Required
Enter interface view or interface interface-type | \jge either command.
interface Layer-2 aggregate interface-number

Configurations made in interface
view will take effect on the current
port group ort-orous manual port only; configurations made in
view Enter port group view port-group port group view will take effect on
port-group-name .
all ports in the port group.

view or interface view

Configure the mode the port uses to | stp compliance { auto | | Optional
recognize/send MSTP packets dotls | legacy } auto by default

@ Note

e MSTP provides the MSTP packet format incompatibility guard function. In MSTP mode, if a port is
configured to recognize/send MSTP packets in a mode other than auto, and if it receives a packet
in a format different from the specified type, the port will become a designated port and remain in
the discarding state to prevent the occurrence of a loop.

e MSTP provides the MSTP packet format frequent change guard function. If a port receives MSTP
packets of different formats frequently, this means that the MSTP packet format configuration
contains errors. In this case, if the port is working in MSTP mode, it will be disabled for protection.
Those ports closed thereby can be restored only by the network administers.

Configuration example

# Configure GigabitEthernet 1/0/1 to receive and send standard-format MSTP packets.

<Sysname> system-view
[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] stp compliance dotls

Enabling the Output of Port State Transition Information

In a large-scale, MSTP-enabled network, there are a large number of MSTls, so ports may frequently
transition from one state to another. In this situation, you can enable devices to output the port state
transition information of all MSTls or the specified MSTI so as to monitor the port states in real time.

Follow these steps to enable output of port state transition information:

To do... Use the command... Remarks
Enter system view system-view —
Enable output of port state : Optional
e : stp port-log { all | instance i o
transition information of all instance-id } This function is enabled by
MSTls or a particular MSTI default.
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Enabling the MSTP Feature

Configuration procedure

Follow these steps to enable the MSTP feature:

To do...

Use the command...

Remarks

Enter system view

system-view

Enable the MSTP feature for the Required
. stp enable )

device By default, MSTP is enabled globally.
Enter Ethernet Required
interface view or interface Use either command.

Enter Layer-2 interface-type _ _ o _

interface view | aggregate interface-number Configurations made in interface view

or port group | interface view will take effect on the current port only;

view configurations made in port group view
Enter port group | port-group manual | will take effect on all ports in the port
view port-group-name group.

Enable the MSTP feature for the
port(s)

stp enable

Optional

By default, MSTP is enabled on all
ports.

@ Note

e MSTP takes effect when it is enabled both globally and on the port.
e You must enable MSTP for the device before any other MSTP-related configuration can take

effect.

e To control MSTP flexibly, you can use the undo stp enable command to disable the MSTP feature
for certain ports so that they will not take part in spanning tree calculation and thus to save the

device’s CPU resources.

Configuration example

# Enable MSTP globally and disable MSTP for port GigabitEthernet 1/0/1.

<Sysname> system-view

[Sysname] stp enable

[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] undo stp enable

Configuring Leaf Nodes

Configuring an MST Region

Refer to Configuring an MST Region in the section about root bridge configuration.

Configuring the Work Mode of MSTP

Refer to Configuring the Work Mode of an MSTP Device in the section about root bridge configuration.
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Configuring the Timeout Factor

Refer to Configuring the Timeout Factor in the section about root bridge configuration.

Configuring the Maximum Transmission Rate of Ports

Refer to Configuring the Maximum Port Rate in the section about root bridge configuration.

Configuring Ports as Edge Ports

Refer to Configuring Ports as Edge Ports in the section about root bridge configuration.

Configuring Path Costs of Ports

Path cost is a parameter related to the rate of a port. On an MSTP-enabled device, a port can have
different path costs in different MSTls. Setting appropriate path costs allows VLAN traffic flows to be
forwarded along different physical links, thus to achieve VLAN-based load balancing.

The device can automatically calculate the default path cost; alternatively, you can also configure the
path cost for ports.

Specifying a standard that the device uses when calculating the default path cost
You can specify a standard for the device to use in automatic calculation for the default path cost. The
device supports the following standards:

e dotld-1998: The device calculates the default path cost for ports based on IEEE 802.1d-1998.
e dotlt: The device calculates the default path cost for ports based on IEEE 802.1t.
e legacy: The device calculates the default path cost for ports based on a private standard.

Follow these steps to specify a standard for the device to use when calculating the default path cost:

To do... Use the command... Remarks
Enter system view system-view —
Specify a standard for the device to Optional

use when calculating the default stp pathcost-standard The default standard d
{dot1d-1998 | dot1t | legacy } | '€ detault standard use

path costs for ports of the device by the device is legacy.

Table 1-7 Link speed vs. path cost

Link speed Duplex state 802.1d-1998 802.1t Private standard

0 — 65535 200,000,000 200,000
Single Port 100 2,000,000 2,000

10 Mbps Aggregate Link 2 Ports 100 1,000,000 1,800

P Aggregate Link 3 Ports 100 666,666 1,600

Aggregate Link 4 Ports 100 500,000 1,400
Single Port 19 200,000 200
Aggregate Link 2 Ports 19 100,000 180

100 Mbps )
Aggregate Link 3 Ports 19 66,666 160
Aggregate Link 4 Ports 19 50,000 140
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Link speed Duplex state 802.1d-1998 802.1t Private standard
Single Port 4 20,000 20
Aggregate Link 2 Ports 4 10,000 18
1000 Mbps )
Aggregate Link 3 Ports 4 6,666 16
Aggregate Link 4 Ports 4 5,000 14
Single Port 2 2,000 2
Aggregate Link 2 Ports 2 1,000 1
10 Gbps .
Aggregate Link 3 Ports 2 666 1
Aggregate Link 4 Ports 2 500 1

@ Note

When calculating path cost for an aggregate interface, 802.1d-1998 does not take into account the
number of member ports in its aggregation group as 802.1t does. The calculation formula of 802.1t is:
Path Cost = 200,000,000/link speed (in 100 kbps), where link speed is the sum of the link speed values
of the non-blocked ports in the aggregation group.

Configuring Path Costs of Ports

Follow these steps to configure the path cost of ports:

To do... Use the command... Remarks
Enter system view system-view —
interfa | inerface viewor | Inerface neaures
interface-type Use either command.

ce Layer-2 aggregate | . f b
view or | interface view Interface-number Configurations made in interface view will
port take effect on the current port only;
group Enter port group port-group manual configurations made in port group view will
view view port-group-name take effect on all ports in the port group.

, . Required
Configure the path cost of stp [instance .
the port(s) instance-id ] cost cost By default, MSTP automatically calculates

the path cost of each port.
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A Caution

e If you change the standard that the device uses in calculating the default path cost, the port path
cost value set through the stp cost command will be invalid.

e When the path cost of a port is changed, MSTP will re-calculate the role of the port and initiate a
state transition. If you use 0 as instance-id, you are setting the path cost of the CIST.

Configuring Port Priority

The priority of a port is an important factor in determining whether the port can be elected as the root
port of a device. If all other conditions are the same, the port with the highest priority will be elected as
the root port.

On an MSTP-enabled device, a port can have different priorities in different MSTls, and the same port
can play different roles in different MSTIs, so that data of different VLANs can be propagated along
different physical paths, thus implementing per-VLAN load balancing. You can set port priority values
based on the actual networking requirements.

Configuration procedure

Follow these steps to configure the priority of a port or a group of ports:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet Required
l?:el_zag?_; '®W | interface interface-type Use either command.
Enter , aggreygate interface-number Configurations made in
interface view interface view interface view will take effect on
or port group the current port only;
view Enter bort ort-aroup manual configurations made in port
o port-group group view will take effect on all
group view port-group-name ports in the port group.
, . . . . Optional
Configure a priority for the stp [instance instance-id ]
port(s) port priority priority ;2? fc:tr all Ethernet ports by
efault.

@ Note

e  When the priority of a port is changed, MSTP will re-calculate the role of the port and initiate a state
transition.

e Generally, a lower configured value indicates a higher priority. If you configure the same priority
value for all the ports on a device, the specific priority of a port depends on the index number of the
port. Changing the priority of a port triggers a new spanning tree calculation process.
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Configuration example

# Set the priority of port GigabitEthernet 1/0/1 to 16 in MSTI 1.

<Sysname> system-view
[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] stp instance 1 port priority 16

Setting the Link Type of a Port to P2P

Refer to Setting the Link Type of a Port to P2P in the section about root bridge configuration.

Configuring the Mode a Port Uses to Recognize/Send MSTP Packets

Refer to Configuring the Mode a Port Uses to Recognize/Send MSTP Packets in the section about root
bridge configuration.

Enabling Output of Port State Transition Information

Refer to Enabling the Output of Port State Transition Information in the section about root bridge
configuration.

Enabling the MSTP Feature

Refer to Enabling the MSTP Feature in the section about root bridge configuration.

Performing mCheck
Ports on an MSTP-enabled device have three working modes: STP compatible mode, RSTP mode, and
MSTP mode.

In a switched network, if a port on the device running MSTP (or RSTP) connects to a device running
STP, this port will automatically migrate to the STP-compatible mode. However, if the device running
STP is removed, the port on the MSTP (or RSTP) device will not be able to migrate automatically to the
MSTP (or RSTP) mode, but will remain working in the STP-compatible mode. In this case, you can
perform an mCheck operation to force the port to migrate to the MSTP (or RSTP) mode.

You can perform mCheck on a port through two approaches, which lead to the same result.
Configuration Prerequisites

e MSTP has been correctly configured on the device.
e MSTP is configured to operate in MSTP mode or RSTP-compatible mode.

Configuration Procedure

Performing mCheck globally

Follow these steps to perform global mCheck:

To do... Use the command... Remarks

Enter system view system-view —

Perform mCheck stp mcheck Required
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Performing mCheck in interface view

Follow these steps to perform mCheck in interface view:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet interface view or Layer-2 | interface interface-type .
aggregate interface view interface-number
Perform mCheck stp mcheck Required

Configuration Example

# Perform mCheck on port GigabitEthernet1/0/1.
1) Method 1: Perform mCheck globally.
<Sysname> system-view

[Sysname] stp mcheck

2) Method 2: Perform mCheck in interface view.

<Sysname> system-view
[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] stp mcheck

Configuring Digest Snooping

As defined in IEEE 802.1s, interconnected devices are in the same region only when the region-related
configuration (domain name, revision level, VLAN-to-MSTI mappings) on them is identical. An MSTP
enabled device identifies devices in the same MST region via checking the configuration ID in BPDU
packets. The configuration ID includes the region name, revision level, configuration digest that is in
16-byte length and is the result calculated via the HMAC-MD5 algorithm based on VLAN-to-MSTI

mappings.

Since MSTP implementations differ with vendors, the configuration digests calculated using private
keys is different; hence different vendors’ devices in the same MST region can not communicate with

each other.

Enabling the Digest Snooping feature on the port connecting the local device to another vendor’s device

in the same MST region can make the two devices communicate with each other.

Configuration Prerequisites

Associated devices of different vendors are interconnected and run MSTP.
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Configuration Procedure

Follow these steps to configure Digest Snooping:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet Required
'[‘atigf.;e VIBWOr | interface interface-type Use either command.
Enter interface | aggregate interface-number Configurations made in
view or port interface view interface view will take effect
group view on the current port only;

configurations made in port

Enter port group | port-group manual group view will take effect on all

view port-group-name ports in the port group.
Enable digest snooping on the - : Required
. stp config-digest-snooping
interface or port group Not enabled by default
Return to system view quit —
. . .. i Required
Enable global digest snooping stp config-digest-snooping

Not enabled by default

A Caution

e You can enable Digest Snooping on only a device that is connected to another vendor’s device that
uses its private key to calculate the configuration digest.

e With the Digest Snooping feature enabled, comparison of configuration digest is not needed for
in-the-same-region check, so the VLAN-to-MSTI mappings must be the same on associated ports.

e With global Digest Snooping enabled, modification of VLAN-to-MSTI mappings and removing of
the current region configuration using the undo stp region-configuration command are not
allowed. You can only modify the region name and revision level.

e You need to enable this feature both globally and on associated ports to make it take effect. It is
recommended to enable the feature on all associated ports first and then globally, making all
configured ports take effect, and disable the feature globally to disable it on all associated ports.

e Itis not recommended to enable Digest Snooping on MST region edge ports to avoid loops.

e It is recommended to enable Digest Snooping first and then MSTP. Do not configure Digest
Snooping when the network works well to avoid traffic interruption.

Configuration Example

Network requirements

e Device A and Device B connect to a third-party’s device and all the devices are in the same region.
e Enable Digest Snooping on Device A and Device B so that the three routers can communicate with
one another.
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Figure 1-6 Digest Snooping configuration
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Configuration procedure

1) Enable Digest Snooping on Device A.

# Enable Digest Snooping on GigabitEthernet1/0/1.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] stp config-digest-snooping
[DeviceA-GigabitEthernetl/0/1] quit

# Enable global Digest Snooping.

[DeviceA] stp config-digest-snooping

2) Enable Digest Snooping on Device B (the same as above, omitted)

Configuring No Agreement Check

In RSTP and MSTP, two types of messages are used for rapid state transition on designated ports:

e Proposal: sent by designated ports to request rapid transition

e Agreement: used to acknowledge rapid transition requests

Both RSTP and MSTP devices can perform rapid transition on a designated port only when the port

receives an agreement packet from the downstream device. The differences between RSTP and MSTP

devices are:

e For MSTP, the downstream device’s root port sends an agreement packet only after it receives an
agreement packet from the upstream device.

e For RSTP, the down stream device sends an agreement packet regardless of whether an
agreement packet from the upstream device is received.

Figure 1-7 shows the rapid state transition mechanism on MSTP designated ports.
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Figure 1-7 Rapid state transition of an MSTP designated port
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Figure 1-8 shows rapid state transition of an RSTP designated port.
Figure 1-8 Rapid state transition of an RSTP designated port
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If the upstream device comes from another vendor, the rapid state transition implementation may be
limited. For example, when the upstream device uses a rapid transition mechanism similar to that of
RSTP, and the downstream device adopts MSTP and does not work in RSTP mode, the root port on the
downstream device receives no agreement packet from the upstream device and thus sends no
agreement packets to the upstream device. As a result, the designated port of the upstream device fails
to transit rapidly and can only change to the forwarding state after a period twice the Forward Delay.

In this case, you can enable the No Agreement Check feature on the downstream device’s port to
enable the designated port of the upstream device to transit its state rapidly.

Configuration Prerequisites

e A device is connected to an upstream device supporting MSTP via a point-to-point link.
e Configure the same region name, revision level and VLAN-to-MSTI mappings on the two devices,
thus assigning them to the same region.
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Configuration Procedure

Follow these steps to configure No Agreement Check:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet Required
mteerace Z '®W" | interface interface-type Use either command.
Enter g[;gfeygegge interface-number Configurations made in
interface or interface view interface view will take effect
port group on the current port only;
view Enter port ort-aroup manual configurations made in port
P port-group group view will take effect on
group view port-group-name all ports in the port group.
Required
Enable No Agreement Check stp no-agreement-check

Not enabled by default

@ Note

To make the No Agreement Check feature take effect, enable it on the root port.

Configuration Example

Network requirements

e Device A connects to a third-party’s device that has different MSTP implementation. Both devices
are in the same region.

e Another vendor’s device is the regional root bridge, and Device A is the downstream device.

Figure 1-9 No Agreement Check configuration
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Configuration procedure

# Enable No Agreement Check on GigabitEthernet 1/0/1 of Device A.

<DeviceA> system-view
[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] stp no-agreement-check

Configuring Protection Functions

An MSTP-enabled device supports the following protection functions:

e BPDU guard
e Root guard
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e Loop guard
e TC-BPDU attack guard

@ Note

Among loop guard, root guard and edge port settings, only one function can take effect on the same
port at the same time.

Configuration prerequisites

MSTP has been correctly configured on the device.

Enabling BPDU Guard

@ Note

We recommend that you enable BPDU guard if your device supports this function.

For access layer devices, the access ports generally connect directly with user terminals (such as PCs)
or file servers. In this case, the access ports are configured as edge ports to allow rapid transition. When
these ports receive configuration BPDUs, the system will automatically set these ports as non-edge
ports and start a new spanning tree calculation process. This will cause a change of network topology.
Under normal conditions, these ports should not receive configuration BPDUs. However, if someone
forges configuration BPDUs maliciously to attack the devices, network instability will occur.

MSTP provides the BPDU guard function to protect the system against such attacks. With the BPDU
guard function enabled on the devices, when edge ports receive configuration BPDUs, MSTP will close
these ports and notify the NMS that these ports have been closed by MSTP. Those ports closed thereby
can be restored only by the network administers.

Follow these steps to enable BPDU guard:

To do... Use the command... Remarks
Enter system view system-view —
Enable the BPDU guard . Required
: . stp bpdu-protection .
function for the device Disabled by default

@ Note

BPDU Guard does not take effect on loopback test-enabled ports. For information about loopback test,
refer to Ethernet Interface Configuration in the Access Volume.
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Enabling Root Guard

@ Note

We recommend that you enable root guard if your device supports this function.

The root bridge and secondary root bridge of a panning tree should be located in the same MST region.
Especially for the CIST, the root bridge and secondary root bridge are generally put in a high-bandwidth
core region during network design. However, due to possible configuration errors or malicious attacks in
the network, the legal root bridge may receive a configuration BPDU with a higher priority. In this case,
the current legal root bridge will be superseded by another device, causing an undesired change of the
network topology. As a result, the traffic that should go over high-speed links is switched to low-speed
links, resulting in network congestion.

To prevent this situation from happening, MSTP provides the root guard function to protect the root
bridge. If the root guard function is enabled on a port of a root bridge, this port will keep playing the role
of designated port on all MSTls. Once this port receives a configuration BPDU with a higher priority from
an MSTI, it immediately sets that port to the listening state in the MSTI, without forwarding the packet
(this is equivalent to disconnecting the link connected with this port in the MSTI). If the port receives no
BPDUs with a higher priority within twice the forwarding delay, the port will revert to its original state.

Follow these steps to enable root guard:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet
interface view

Required

interface interface-type Use either command.

or Layer-2 .
Enter Y interface-number Configurations made in
interface view | 29gregate . : .

interface view interface view will take effect on
or port group )
view the current port only;

Enter port
group view

port-group manual
port-group-name

configurations made in port
group view will take effect on all
ports in the port group.

Enable the root guard function

for the port(s)

stp root-protection

Required
Disabled by default

Enabling Loop Guard

@ Note

We recommend that you enable loop guard if your device supports this function.
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By keeping receiving BPDUs from the upstream device, a device can maintain the state of the root port
and blocked ports. However, due to link congestion or unidirectional link failures, these ports may fail to
receive BPDUs from the upstream devices. In this case, the downstream device will reselect the port
roles: those ports in forwarding state that failed to receive upstream BPDUs will become designated
ports, and the blocked ports will transition to the forwarding state, resulting in loops in the switched
network. The loop guard function can suppress the occurrence of such loops.

If a loop guard—enabled port fails to receive BPDUs from the upstream device, and if the port took part
in STP calculation, all the instances on the port, no matter what roles the port plays, will be set to, and
stay in, the Discarding state.

Follow these steps to enable loop guard:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet Required
interface view or interface interface-type Use either command.
Enter Layer-2 aggregate | interface-number i . )
interface view Configurations made in

interface view interface view will take effect

or port group on the current port only;
view Enter port group port-group manual configurations made in port
view port-group-name group view will take effect on
all ports in the port group.
Enable the loop guard function for stp loop-protection Required
the port(s) Disabled by default

Enabling TC-BPDU Attack Guard

When receiving a TC-BPDU (a BPDU used as natification of a topology change), the device will refresh
the forwarding address entries. If someone forges TC-BPDUs to attack the device, the device will
receive a larger number of TC-BPDUs within a short time, and frequent refresh operations bring a big
burden to the device and hazard network stability.

With the TC-BPDU guard function enabled, the device limits the maximum number of times of
immediately refreshing forwarding address entries within 10 seconds after it receives the first
TC-BPDUs to the value set with the stp tc-protection threshold command (assume the value is X). At
the same time, the system monitors whether the number of TC-BPDUs received within that period of
time is larger than X. If so, the device will perform another refresh operation after that period of time
elapses. This prevents frequent refreshing of forwarding address entries.

Follow these steps to enable TC-BPDU attack guard:

To do... Use the command... Remarks

Enter system view system-view —

Optional

Enable the TC-BPDU attack guard function stp tc-protection enable
Enabled by default

Configure the maximum number of times the
device refreshes forwarding address entries stp tc-protection Optional

within a certain period of time immediately threshold number 6 by default
after it receives the first TC-BPDU
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@ Note

We recommend that you keep this feature enabled.

Displ

aying and Maintaining MSTP

To do... Use the command... Remarks
E)/lig(\;\l/(iergc;r(r)r;tastion about abnormally display stp abnormal-port Available in any view
View information about ports blocked display stp down-port Available in any view

by STP protection functions

View the information of port role
calculation history for the specified
MSTI or all MSTls

display stp [ instance instance-id ]

history Available in any view

View the statistics of TC/TCN BPDUs

sent and received by all ports in the display stp [instance instance-id ]

Available in any view

specified MST! or all MSTIs te
View the status information and display stp [ instance instance-id ] Available in anv view
statistics information of MSTP [ interface interface-list] [ brief ] y

View the MST region configuration

information that has taken effect display stp region-configuration | Available in any view

View the root bridge information of all

MSTIs display stp root Available in any view

Clear the statistics information of : . . Available in user
reset stp [ interface interface-list ] )

MSTP view

MSTP Configuration Example

Network requirements

Configure MSTP so that packets of different VLANs are forwarded along different spanning trees. The
specific configuration requirements are as follows:

All devices on the network are in the same MST region.

Packets of VLAN 10 are forwarded along MSTI 1, those of VLAN 30 are forwarded along MSTI 3,
those of VLAN 40 are forwarded along MSTI 4, and those of VLAN 20 are forwarded along MSTI O.
Device A and Device B are distribution layer devices, while Device C and Device D are access
layer devices. VLAN 10 and VLAN 30 are terminated on the distribution layer devices, and VLAN
40 is terminated on the access layer devices, so the root bridges of MSTI 1 and MSTI 3 are Device
A and Device B respectively, while the root bridge of MSTI 4 is Device C.
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Figure 1-10 Network diagram for MSTP configuration

Device A Device B
Permit:all VLAN

Permit:
VLAN 20,30

Permit:
VLAN 10,20

Device G Permit:VLAN 20,40 Device D

@ Note

“Permit:* beside each link in the figure is followed by the VLANSs the packets of which are permitted to
pass this link.

Configuration procedure

1) Configuration on Device A

# Enter MST region view.

<DeviceA> system-view

[DeviceA] stp region-configuration

# Configure the region name, VLAN-to-MSTI mappings and revision level of the MST region.
[DeviceA-mst-region] region-name example
[DeviceA-mst-region] instance 1 vlan 10
[DeviceA-mst-region] instance 3 vlan 30
[DeviceA-mst-region] instance 4 vlan 40
[DeviceA-mst-region] revision-level 0

# Activate MST region configuration manually.
[DeviceA-mst-region] active region-configuration
[DeviceA-mst-region] quit

# Define Device A as the root bridge of MSTI 1.

[DeviceA] stp instance 1 root primary
# Enable MSTP globally.
[DeviceA] stp enable

# View the MST region configuration information that has taken effect.
[DeviceA] display stp region-configuration

Oper configuration

Format selector :0
Region name example
Revision level :0

Instance Vlans Mapped
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0 1 to 9, 11 to 29, 31 to 39, 41 to 4094
1 10
3 30
4 40

2) Configuration on Device B

# Enter MST region view.

<DeviceB> system-view

[DeviceB] stp region-configuration

# Configure the region name, VLAN-to-MSTI mappings and revision level of the MST region.
[DeviceB-mst-region] region-name example
[DeviceB-mst-region] instance 1 vlan 10
[DeviceB-mst-region] instance 3 vlan 30
[DeviceB-mst-region] instance 4 vlan 40
[DeviceB-mst-region] revision-level 0

# Activate MST region configuration manually.
[DeviceB-mst-region] active region-configuration
[DeviceB-mst-region] quit

# Define Device B as the root bridge of MSTI 3.
[DeviceB] stp instance 3 root primary

# Enable MSTP globally.

[DeviceB] stp enable

# View the MST region configuration information that has taken effect.
[DeviceB] display stp region-configuration

Oper configuration

Format selector :0
Region name example
Revision level :0

Instance Vlans Mapped

0 1 to 9, 11 to 29, 31 to 39, 41 to 4094
1 10
3 30
4 40

3) Configuration on Device C.
# Enter MST region view.

<DeviceC> system-view
[DeviceC] stp region-configuration

[DeviceC-mst-region] region-name example

# Configure the region name, VLAN-to-MSTI mappings and revision level of the MST region.

[DeviceC-mst-region] instance 1 vlan 10
[DeviceC-mst-region] instance 3 vlan 30
[DeviceC-mst-region] instance 4 vlan 40

[DeviceC-mst-region] revision-level 0

# Activate MST region configuration manually.
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[DeviceC-mst-region] active region-configuration

[DeviceC-mst-region] quit

# Define Device C as the root bridge of MSTI 4.
[DeviceC] stp instance 4 root primary

# Enable MSTP globally.

[DeviceC] stp enable

# View the MST region configuration information that has taken effect.

[DeviceC] display stp region-configuration

Oper configuration

Format selector :0
Region name example
Revision level :0

Instance Vlans Mapped

0 1 to 9, 11 to 29, 31 to 39, 41 to 4094
1 10
3 30
4 40

4) Configuration on Device D.

# Enter MST region view.

<DeviceD> system-view

[DeviceD] stp region-configuration
[DeviceD-mst-region] region-name example

# Configure the region name, VLAN-to-MSTI mappings and revision level of the MST region.
[DeviceD-mst-region] instance 1 vlan 10
[DeviceD-mst-region] instance 3 vlan 30
[DeviceD-mst-region] instance 4 vlan 40
[DeviceD-mst-region] revision-level 0

# Activate MST region configuration manually.
[DeviceD-mst-region] active region-configuration
[DeviceD-mst-region] quit

# Enable MSTP globally.

[DeviceD] stp enable

# View the MST region configuration information that has taken effect.

[DeviceD] display stp region-configuration

Oper configuration

Format selector :0
Region name example
Revision level :0

Instance Vlans Mapped

0 1 to 9, 11 to 29, 31 to 39, 41 to 4094
1 10
3 30
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1 Smart Link Configuration

When configuring Smart Link, go to these sections for information that you are interested in:

e Smart Link Overview

e  Configuring a Smart Link Device

e  Configuring an Associated Device

e Displaying and Maintaining Smart Link
e Smart Link Configuration Examples

Smart Link Overview

Smart Link is a feature developed to address the slow convergence issue with the Spanning Tree
Protocol (STP). (For information about STP, refer to MSTP Configuration in the Access Volume.)

Smart Link is dedicated to dual-uplink networks as shown in Figure 1-1 to provide link redundancy with
subsecond convergence. It allows the backup link to take over quickly when the primary link fails. In
addition to fast convergence, Smart Link is easy to configure.

Terminology

Figure 1-1 Smart Link application scenario

Device A

GE1/0/LA §

WITQN

GE1/0/2

GE1/0/1

Device B Device D
GE1/0/3 GE1/0/3
GE1/0/1 GE1/0/2

Device C GE1/0/2 GE1/0/1 Device E

Smart link group

A smart link group consists of only two member ports: the master and the slave. At a time, only one port
is active for forwarding, and the other port is blocked, that is, in the standby state. When link failure
occurs on the active port due to port shutdown or presence of unidirectional link for example, the
standby port becomes active to take over while the original active port transits to the blocked state.

As shown in Figure 1-1, GE1/0/1 and GE1/0/2 of Device C form a smart link group, with GE1/0/1 being
active and GE1/0/2 being standby. GE1/0/1 and GE1/0/2 of Device E form another smart link group,
with GE1/0/2 being active and GE1/0/1 being standby.
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Master port

Master port is a port role in a smart link group. When both ports in a smart link group are up, the master
port preferentially transits to the forwarding state. Once the master port fails, the slave port takes over to
forward traffic. During this period, if the smart link group is not configured with role preemption, the
master port stays in standby state until the next link switchover even if it has recovered.

As shown in Figure 1-1, you can configure GE1/0/1 of Device C and GE1/0/2 of Device E as master
ports.

Slave port

Slave port is a port role in a smart link group. When both ports in a smart link group are up, the slave
port is placed in the standby state. When the master port fails, the slave port takes over to forward
traffic.

As shown in Figure 1-1, you can configure GE1/0/2 of Device C and GE1/0/1 of Device E as slave ports.
Flush message

Flush messages are used by a smart link group to notify other devices to refresh their MAC address
forwarding entries and ARP/ND entries when link switchover occurs in the smart link group. Flush
messages are common multicast data packets, and will be dropped by a blocked receiving port.

Transmit control VLAN

The transmit control VLAN is used for transmitting flush messages. When link switchover occurs, the
devices (such as Device C and E in Figure 1-1) broadcast flush messages within the transmit control
VLAN.

Receive control VLAN

The receive control VLAN is used for receiving and processing flush messages. When link switchover
occurs, the devices (such as Device A, B, and D in Figure 1-1) receive and process flush messages in
the receive control VLAN and refresh their MAC address forwarding entries and ARP/ND entries.

Protected VLAN

A smart link group controls the forwarding state of some data VLANSs, which are referred to as protected
VLANSs. Different smart link groups on a port control different protected VLANSs. The state of the portin a
protected VLAN is determined by the state of the port in the smart link group.

Operating Mechanism of Smart Link

Link backup mechanism

As shown in Figure 1-1, the link on GE1/0/1 of Device C is the active link, and the link on GE1/0/2 of
Device C is the standby link. Normally, GE1/0/1 is in the forwarding state, while GE1/0/2 is in the
standby state. When the link on GE1/0/1 fails, GE1/0/2 takes over to forward traffic while GE1/0/1 is
blocked and placed in the standby state.

When a port switches to the forwarding state, the system outputs log information to notify the user of the
port state change.

As link switchover can outdate the MAC address forwarding entries and ARP/ND entries on all devices,
you need a forwarding entry update mechanism to ensure proper transmission. By far, the following two
update mechanisms are provided:
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e Uplink traffic-triggered MAC address learning, where update is triggered by uplink traffic. This
mechanism is applicable to environments with devices not supporting smart link, including devices
of other vendors'.

e Flush update where a Smart Link-enabled device updates its information by transmitting flush
messages over the backup link to its upstream devices. This mechanism requires the upstream
devices to be capable of recognizing smart link flush messages to update its MAC address
forwarding entries and ARP/ND entries.

To keep traffic forwarding stable, the master port that has been blocked due to link failure does not take
over immediately upon its recovery. Instead, link switchover will occur at next link switchover.

Role preemption mechanism

As shown in Figure 1-1, the link on GE1/0/1 of Device C is the active link, and the link on GE1/0/2 of
Device C is the standby link. Once GE1/0/1 fails, GE1/0/2 takes over to forward traffic. During this
period, if the smart link group is configured with role preemption, GE1/0/1 takes over to forward traffic as
soon as it recovers.

Load sharing mechanism
A ring network may carry traffic of multiple VLANS. Smart link can forward traffic of different VLANS in
different smart link groups, thus implementing load sharing.

To implement load sharing, you can assign a port to multiple smart link groups (each configured with
different protected VLANS), making sure that the state of the port is different in these smart link groups.
In this way, traffic of different VLANs can be forwarded along different paths.

You can configure protected VLANSs for a smart link group by referencing MSTIs.

Configuring a Smart Link Device

To use Smart Link on a device, you must configure the device with a smart link group and transmit
control VLAN for flush message transmission. Device C and Device E in Figure 1-1 are two examples of
Smart Link devices.

Configuration Prerequisites

e Before configuring a port as a smart link group member, shut down the port to prevent loops. You
can bring up the port only after completing the smart link group configuration.

e Disable STP and RRPP on the ports you want to add to the smart link group, and make sure that
the ports are not member ports of any aggregation group.

Configuring a Smart Link Device

Follow these steps to configure a smart link device:

To do... Use the command... Remarks

Enter system view system-view —

Create a smart link group and enter

smart link group view smart-link group group-id Required
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To do... Use the command... Remarks
Required
Configure protected VLANSs for the rp(;?etreecr;[gg:i\ﬂg?ance By default, no
smart link group ! aul protected VLAN is
instance-id-list configured for a smart
link group.
In smart link group | port interface-type
Specify the view interface-number master
mhaster polr.t flfr In Ethernet Reqw_red
the smart lin interface view or port smart-link group group-id | Use either approach.
group Layer-2 aggregate | master
interface view
In smart link group | port interface-type
view interface-number slave
Specify the slave Required
port for the smart | In Ethernet d _
link group interface view or | port smart-link group group-id | Use either approach.
Layer-2 aggregate | slave
interface view
: . Optional
Enable role preemption preemption mode role .
Disabled by default.
, . . ) Optional
Configure the preemption delay preemption delay delay-time
1 second by default.
. - Optional
Enable flush update in the specified flush enable [ control-vlian ,
control VLAN vlan-id ] By default, VLAN 1 is
used for flush update.

A Caution

e The protected-vlan command configures protected VLANSs for a smart link group by referencing
MSTIs. To view VLAN-to-MSTI mappings, use the display stp region-configuration command.
For VLAN-to-MSTI mapping configuration, refer to MSTP Configuration in the Access Volume.

e The preemption delay configuration takes effect only after preemption mode is enabled.

e The protected VLANSs configured for a smart link group must be different from those configured for
any other smart link group.

e Make sure that the configured control VLANSs are existing VLANSs, and you must assign the smart
link group member ports to the control VLANS.

e Do not remove the control VLANs. Otherwise, flush messages cannot be sent properly.

Smart Link Device Configuration Example

Network requirements

e Create smart link group 1.

e The protected VLANSs of smatrt link group 1 are mapped to MSTI 0 through 8.

e Configure GigabitEthernet 1/0/1 as the master port of the smart link group, and GigabitEthernet
1/0/2 as the slave port.
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e  Configure VLAN 20 for flush update.

Configuration procedure

<Sysname> system-view

[Sysname] vlan 20

[Sysname-vIan20] quit

[Sysname] interface gigabitethernet 1/0/1
[Sysname-GigabitEthernetl/0/1] undo stp enable
[Sysname-GigabitEthernetl/0/1] port link-type trunk
[Sysname-GigabitEthernetl/0/1] port trunk permit vlan 20
[Sysname-GigabitEthernetl/0/1] quit

[Sysname] interface gigabitethernet 1/0/2
[Sysname-GigabitEthernetl/0/2] undo stp enable
[Sysname-GigabitEthernetl/0/2] port link-type trunk
[Sysname-GigabitEthernetl/0/2] port trunk permit vlan 20
[Sysname-GigabitEthernetl/0/2] quit

[Sysname] smart-link group 1

[Sysname-smlk-groupl] protected-vlan reference-instance 0O to 8
[Sysname-smlk-groupl] port gigabitethernetl/0/1 master
[Sysname-smlk-groupl] port gigabitethernetl/0/2 slave

[Sysname-smlk-groupl] flush enable control-vlan 20

Configuring an Associated Device

The active and standby links in a smart link group may traverse multiple devices between the Smart
Link device and the destination device. For Smart Link to work, you need to enable all the ports on the
way to the destination to process the flush messages sent from the smart link device.

For example, as all the numbered ports on Device A, B, and D in Figure 1-1 are on the way of the active
and standby links from Device C and E to Device A, you need to enable the ports to process flush
messages received from the control VLAN configured on Device C and E.

Configuring an Associated Device

Follow these steps to configure an associated device:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet interface view or | . .
interface interface-type

Layer-2 aggregate interface interface-number —

view

Required
Configure the control VLAN for | smart-link flush enable No control VLAN exists for
receiving flush messages [ control-vlan vlan-id-list ] receiving flush messages of

Smart Link by default.
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A Caution

e Configure all the control VLANS to receive flush messages.

e If no control VLAN is specified for processing flush messages, the device forwards the received
flush messages directly without processing them.

e Make sure that the receive control VLAN is the same as the transmit control VLAN configured on
the Smart Link device. If they are not the same, the associated device will forward the received
flush messages directly without any processing.

e Do not remove the control VLANSs. Otherwise, flush messages cannot be sent properly.

e Make sure that the control VLANSs are existing VLANS, and you must assign the port capable of
receiving flush messages to the control VLANS.

Associated Device Configuration Example

Network requirements
Configure GigabitEthernet 1/0/1 to receive and process flush messages in VLAN 20.

Configuration procedure

<Sysname> system-view

[Sysname] vlan 20

[Sysname-vIan20] quit

[Sysname] interface gigabitethernetl/0/1
[Sysname-GigabitEthernetl/0/1] port link-type trunk
[Sysname-GigabitEthernetl/0/1] port trunk permit vlan 20
[Sysname-GigabitEthernetl/0/1] smart-link flush enable control-vlan 20

Displaying and Maintaining Smart Link

To do... Use the command... Remarks
D|splay smart link group dlsplay_smart-lmk group Available in any view
information { group-id | all }
Display information about the . . . : .
received flush messages display smart-link flush Available in any view
Clear the statistics about flush reset smart-link statistics Available in user view

messages

Smart Link Configuration Examples
Single Smart Link Group Configuration Example

Network requirements

As shown in Figure 1-2, both Device C and Device E are dually uplinked to Device A.
Configure Smart Link on the devices for uplink backup, adopting VLAN 1 (the default) for flush update.
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Figure 1-2 Network diagram for single smart link group configuration

Device A

Device B Device D
GE1/0/3 GE1/0/3
GE1/0/1 GE1/0/2

Device C GE1/0/2 GE1/0/1 Device E

Configuration procedure

1) Configuration on Device C

# Create smart link group 1.

<DeviceC> system-view

[DeviceC] interface gigabitethernet 1/0/1
[DeviceC-GigabitEthernetl/0/1] undo stp enable
[DeviceC-GigabitEthernetl/0/1] quit

[DeviceC] interface gigabitethernet 1/0/2
[DeviceC-GigabitEthernetl/0/2] undo stp enable
[DeviceC-GigabitEthernetl/0/2] quit

[DeviceC] smart-link group 1

# Configure all VLANs mapped to MSTIs 0 through 16 as the protected VLANS.

[DeviceC-smlk-groupl] protected-vlan reference-instance 0 to 16

# Configure GigabitEthernet 1/0/1 as the master port and GigabitEthernet 1/0/2 as the slave port.
[DeviceC-smlk-groupl] port gigabitethernetl/0/1 master

[DeviceC-smlk-groupl] port gigabitethernetl/0/2 slave

# Configure VLAN 1 as the transmit control VLAN.

[DeviceC-smlk-groupl] flush enable

2) Configuration on Device E

# Create smart link group 1.

<DeviceE> system-view

[DeviceE] interface gigabitethernet 1/0/1
[DeviceE-GigabitEthernetl/0/1] undo stp enable
[DeviceE-GigabitEthernetl/0/1] quit

[DeviceE] interface gigabitethernet 1/0/2
[DeviceE-GigabitEthernetl/0/2] undo stp enable
[DeviceE-GigabitEthernetl/0/2] quit

[DeviceE] smart-link group 1

# Configure all VLANs mapped to MSTIs 0 through 16 as the protected VLANS.

[DeviceC-smlk-groupl] protected-vlan reference-instance 0 to 16

# Configure GigabitEthernet 1/0/2 as the master port and GigabitEthernet 1/0/1 as the slave port.
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[DeviceE-smlk-groupl] port gigabitethernetl/0/2 master
[DeviceE-smlk-groupl] port gigabitethernetl/0/1 slave

# Configure VLAN 1 as the transmit control VLAN.
[DeviceE-smlk-groupl] flush enable
3) Configuration on Device B

# Configure VLAN 1 as the receive control VLAN for GigabitEthernet 1/0/1, GigabitEthernet 1/0/2, and
GigabitEthernet 1/0/3.

<DeviceB> system-view

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl1/0/1] smart-link flush enable
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2
[DeviceB-GigabitEthernetl/0/2] smart-link flush enable
[DeviceB-GigabitEthernetl/0/2] quit

[DeviceB] interface gigabitethernet 1/0/3
[DeviceB-GigabitEthernetl1/0/3] smart-link flush enable
4) Configuration on Device D

# Configure VLAN 1 as the receive control VLAN for GigabitEthernet 1/0/1, GigabitEthernet 1/0/2, and
GigabitEthernet 1/0/3.

<DeviceD> system-view

[DeviceD] interface gigabitethernet 1/0/1
[DeviceD-GigabitEthernetl/0/1] smart-link flush enable
[DeviceD-GigabitEthernetl/0/1] quit

[DeviceD] interface gigabitethernet 1/0/2
[DeviceD-GigabitEthernetl/0/2] smart-link flush enable
[DeviceD-GigabitEthernetl/0/2] quit

[DeviceD] interface gigabitethernet 1/0/3
[DeviceD-GigabitEthernetl/0/3] smart-link flush enable
5) Configuration on Device A

# Configure VLAN 1 as the receive control VLAN for GigabitEthernet 1/0/1, GigabitEthernet 1/0/2, and
GigabitEthernet 1/0/3.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] smart-link flush enable

[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2

[DeviceA-GigabitEthernetl1/0/2] smart-link flush enable

After completing the configuration, you can use the display command to verify the smart link
configuration and view flush message statistics.

Multiple Smart Link Groups Load Sharing Configuration Example

Network requirements

As shown in Figure 1-3:
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e The traffic of VLAN 1 through VLAN 200 on Device C are dually uplinked to Device A by Device B
and Device D. Implement load sharing to uplink the traffic of VLAN 1 through VLAN 100 and the
traffic of VLAN 101 through VLAN 200 over different links to Device A.

¢ Implement dual link backup on Device C: the traffic of VLANs 1 through 100 (mapped to MSTI 0) is
uplinked to Device A by Device B; the traffic of VLANs 101 through 200 (mapped to MSTI 2) is
uplinked to Device A by Device D. Smart link group 1 references MSTI 0, and smart link group 2
references MSTI 2.

e  The control VLAN of smart link group 1 is VLAN 10 and that of smart link group 2 is VLAN 101.

Figure 1-3 Network diagram for multiple smart link groups load sharing configuration

Device A

GE1/0/1
GE1/0/2

Device C

Configuration procedure

1) Configuration on Device C

# Create VLANs and configure VLAN-to-MSTI mappings.

<DeviceC> system-view

[DeviceC] vlan 1 to 200

[DeviceC] stp region-configuration
[DeviceC-mst-region] instance O vlan 1 to 100
[DeviceC-mst-region] instance 2 vlan 101 to 200
[DeviceC-mst-region] active region-configuration

[DeviceC-mst-region] quit

# Disable STP on the ports, configure the ports as trunk ports, and configure the ports to allow packets
from VLAN 1 through 200 to pass through.

[DeviceC] interface gigabitethernet 1/0/1
[DeviceC-GigabitEthernetl/0/1] undo stp enable
[DeviceC-GigabitEthernetl/0/1] port link-type trunk
[DeviceC-GigabitEthernetl/0/1] port trunk permit vlan 1 to 200
[DeviceC-GigabitEthernetl/0/1] quit

[DeviceC] interface gigabitethernet 1/0/2
[DeviceC-GigabitEthernetl/0/2] undo stp enable
[DeviceC-GigabitEthernetl/0/2] port link-type trunk
[DeviceC-GigabitEthernetl/0/2] port trunk permit vlan 1 to 200
[DeviceC-GigabitEthernetl/0/2] quit

# Create smart link group 1.

[DeviceC] smart-link group 1

1-9



# Configure protected VLANS for smart link group 1.

[DeviceC-smlk-groupl] protected-vlan reference-instance 0O

# Configure GigabitEthernet 1/0/1 as the master port and GigabitEthernet 1/0/2 as the slave port.

[DeviceC-smlk-groupl] port gigabitethernetl/0/1 master
[DeviceC-smlk-groupl] port gigabitethernetl/0/2 slave

# Enable role preemption.

[DeviceC-smlk-groupl] preemption mode role

# Configure VLAN 10 as the transmit control VLAN of smart link group 1.

[DeviceC-smlk-group-1] flush enable control-vlan 10

[DeviceC-smlk-group-1] quit
# Create smart link group 2.

[DeviceC] smart-link group 2

# Configure protected VLANS for smart link group 2.

[DeviceC-smlk-group2] protected-vlan reference-instance 2

# Configure GigabitEthernet 1/0/1 as the slave port and GigabitEthernet 1/0/2 as the master port.

[DeviceC-smlk-group2] port gigabitethernetl/0/1 slave
[DeviceC-smlk-group2] port gigabitethernetl/0/2 master

# Enable role preemption.

[DeviceC-smlk-group2] preemption mode role

# Configure VLAN 101 as the transmit control VLAN of smart link group 2.
[DeviceC-smlk-group2] flush enable control-vlan 101

2) Configuration on Device B

# Configure VLAN 10 and VLAN 101 as the receive control VLANs of GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

<DeviceB> system-view

[DeviceB] vlan 1 to 200

[DeviceB] interface gigabitethernet 1/0/1

[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan 1 to 200
[DeviceB-GigabitEthernetl/0/1] smart-link flush enable control-vlan 10 101
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2

[DeviceB-GigabitEthernetl/0/2] port link-type trunk
[DeviceB-GigabitEthernetl/0/2] port trunk permit vlan 1 to 200
[DeviceB-GigabitEthernetl1/0/2] smart-link flush enable control-vlan 10 101
3) Configuration on Device D

# Configure VLAN 10 and VLAN 101 as the receive control VLANs of GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

<DeviceD> system-view

[DeviceD] vlan 1 to 200

[DeviceD] interface gigabitethernet 1/0/1

[DeviceD-GigabitEthernetl/0/1] port link-type trunk

[DeviceD-GigabitEthernetl/0/1] port trunk permit vlan 1 to 200

1-10



[DeviceD-GigabitEthernetl/0/1] smart-link flush enable control-vlan 10 101
[DeviceD-GigabitEthernetl/0/1] quit

[DeviceD] interface gigabitethernet 1/0/2

[DeviceD-GigabitEthernetl/0/2] port link-type trunk
[DeviceD-GigabitEthernetl/0/2] port trunk permit vlan 1 to 200
[DeviceD-GigabitEthernetl/0/2] smart-link flush enable control-vlan 10 101
4) Configuration on Device A

# Configure VLAN 10 and VLAN 101 as the receive control VLANs of GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

<DeviceA> system-view

[DeviceA] vlan 1 to 200

[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan 1 to 200
[DeviceA-GigabitEthernetl/0/1] smart-link flush enable control-vlan 10 101
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2

[DeviceA-GigabitEthernetl/0/2] port link-type trunk
[DeviceA-GigabitEthernetl/0/2] port trunk permit vlan 1 to 200
[DeviceA-GigabitEthernetl/0/2] smart-link flush enable control-vlan 10 101

After completing the configuration, you can use the display command to verify the smart link
configuration and view flush message statistics.
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1 Monitor Link Configuration

When configuring monitor link, go to these sections for information you are interested in:

e Overview
e Configuring Monitor Link

e Displaying and Maintaining Monitor Link

e Monitor Link Configuration Example

Overview

Monitor link is a port collaboration function used to enable a device to be aware of the up/down state
change of the ports on an indirectly connected link. Monitor link is usually used in conjunction with
Layer-2 topology protocols. The idea is to adapt the up/down state of downlink ports to the up/down
state of uplink ports, triggering link switchover on the downlink device in time.

Terminology

Monitor link group

A monitor link group is a set of uplink ports and downlink ports. For the purpose of monitor link, uplink
ports refer to the monitored ports while downlink ports refer to the ports adapted to the up/down state of
the monitored ports. A port can be assigned to only one monitor link group. Both Layer-2 Ethernet ports
and Layer-2 aggregate interfaces can be assigned to a monitor link group.

Uplink

The uplink is the link monitored by the monitor link group. The monitor link group is down when the
group has no uplink ports or all uplink ports are down. The monitor link group is up when any uplink port
is up.

Downlink

The downlink is the state-adaptive link in the monitor link group. The state of the downlink ports is
always consistent with the up/down state of the monitor link group.

How Monitor Link Works

A monitor link group works independently of other monitor link groups. When a monitor link group
contains no uplink ports or all its uplink ports go down, the monitor link group goes down and forces all
downlink ports down at the same time. When any uplink port goes up, the monitor link group goes up
and brings up all the downlink ports.
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A Caution

Do not manually shut down or bring up the downlink ports in a monitor link group.

Configuring Monitor Link
Configuration Prerequisites

Before assigning a port to a monitor link group, make sure the port is not the member port of any
aggregation group.

Configuration Procedure

Follow these steps to configure monitor link:

To do... Use the command... Remarks

Enter system view system-view —
Cfeﬁte almomtor ||n!< group and enter monitor-link group group-id Required
monitor link group view

In monitor link port interface-type

group view interface-number uplink .
Configure the Use either approach
uplink for the In Ethernet port o Repeat this step to
monitor link group | view or Layer-2 port m_omto_r-llnk group add more uplink ports

aggregate group-id uplink

interface view

In monitor link port interface-type

group view interface-number downlink Use either approach
Configure the .
downlink for the In Ethernet port Repeat this step to
monitor link group | Vview or Layer-2 port monitor-link group add more downlink

aggregate group-id downlink ports

interface view

A Caution

e A port can be assigned to only one monitor link group.
e You are recommended to configure uplink ports prior to downlink ports, thus avoiding undesired
down/up state changes on the downlink ports.

Monitor Link Configuration Example

Network requirements

GigabitEthernet 1/0/1 and GigabitEthernet 1/0/2 of a device are up. Configure GigabitEthernet 1/0/2 to
change its up/down state as GigabitEthernet 1/0/1.
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Configuration procedure
<Syshame> system-view
[Sysname] monitor-link group 1
[Sysname-mtlk-groupl] port gigabitethernet 1/0/1 uplink
[Sysname-mtlk-groupl] port gigabitethernet 1/0/2 downlink

Displaying and Maintaining Monitor Link

To do... Use the command... Remarks

Display monitor link display monitor-link group

group information { group-id | all } Available in any view

Monitor Link Configuration Example

Network requirements

As shown in Figure 1-1:

e Device C is dually uplinked to Device A through a smart link group.
e ltisrequired that when GigabitEthernet 1/0/1 or GigabitEthernet 1/0/2 of Device A fails, Device C
can sense the link failure and perform link switchover in the smatrt link group.

@ Note

For detailed information about smart link, refer to Smart Link Configuration in the Access Volume.

Figure 1-1 Network diagram for smart link in combination with monitor link configuration

Device A

Device D

Device C

Configuration procedure

1) Configuration on Device C

# Create smart link group 1.

<DeviceC> system-view
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[DeviceC] interface gigabitethernet 1/0/1
[DeviceC-GigabitEthernetl/0/1] undo stp enable
[DeviceC-GigabitEthernetl/0/1] quit

[DeviceC] interface gigabitethernet 1/0/2
[DeviceC-GigabitEthernetl/0/2] undo stp enable
[DeviceC-GigabitEthernetl/0/2] quit

[DeviceC] smart-link group 1

# Configure the smart link group to protect all the VLANs mapped to MSTIs 0 through 16.

[DeviceC-smlk-groupl] protected-vlan reference-instance 0 to 16

# Configure GigabitEthernet 1/0/1 as the master port and GigabitEthernet 1/0/2 as the slave port.

[DeviceC-smlk-groupl] port gigabitethernet 1/0/1 master
[DeviceC-smlk-groupl] port gigabitethernet 1/0/2 slave

# Enable the smart link group to transmit flush messages in VLAN 1.

[DeviceC-smlk-groupl] flush enable
2) Configuration on Device A

# Configure VLAN 1 as the control VLAN for receiving flush messages on GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl1/0/1] smart-link flush enable
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2

[DeviceA-GigabitEthernetl1/0/2] smart-link flush enable

3) Configuration on Device B

# Create monitor link group 1.

<DeviceB> system-view

[DeviceB] monitor-link group 1

# Configure GigabitEthernet 1/0/1 as an uplink port and GigabitEthernet 1/0/2 as a downlink port.
[DeviceB-mtlk-groupl] port gigabitethernet 1/0/1 uplink

[DeviceB-mtlk-groupl] port gigabitethernet 1/0/2 downlink

# Configure VLAN 1 as the control VLAN for receiving flush messages on GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

[DeviceB-mtlk-group-1] quit

[DeviceB] interface gigabitethernet 1/0/1

[DeviceB-GigabitEthernetl1/0/1] smart-link flush enable
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2

[DeviceB-GigabitEthernetl1/0/2] smart-link flush enable

4) Configuration on Device D

# Create monitor link group 1.

<DeviceD> system-view

[DeviceD] monitor-link group 1

# Configure GigabitEthernet 1/0/1 as the uplink port and GigabitEthernet 1/0/2 as the downlink port.
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[DeviceD-mtlk-groupl] port gigabitethernet 1/0/1 uplink
[DeviceD-mtlk-groupl] port gigabitethernet 1/0/2 downlink

# Configure VLAN 1 as the control VLAN for receiving flush messages on GigabitEthernet 1/0/1 and
GigabitEthernet 1/0/2.

[DeviceD-mtlk-groupl] quit

[DeviceD] interface gigabitethernet 1/0/1

[DeviceD-GigabitEthernetl1/0/1] smart-link flush enable

[DeviceD-GigabitEthernetl/0/1] quit

[DeviceD] interface gigabitethernet 1/0/2

[DeviceD-GigabitEthernetl1/0/2] smart-link flush enable
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1 VLAN Configuration

When configuring VLAN, go to these sections for information you are interested in:

e Introduction to VLAN

e  Configuring Basic VLAN Settings

e  Configuring Basic Settings of a VLAN Interface
e Port-Based VLAN Configuration

e MAC-Based VLAN Configuration

e Protocol-Based VLAN Configuration

e Displaying and Maintaining VLAN

e VLAN Configuration Example

Introduction to VLAN
VLAN Overview

Ethernet is a network technology based on the Carrier Sense Multiple Access/Collision Detect
(CSMA/CD) mechanism. As the medium is shared, collisions and excessive broadcasts cannot be
avoided on an Ethernet. To address the issue, virtual LAN (VLAN) was introduced.

The idea is to break a LAN down into separate VLANS, that is, Layer 2 broadcast domains whereby
frames are switched between ports assigned to the same VLAN. VLANSs are isolated from each other at
Layer 2. AVLAN is a bridging domain, and all broadcast traffic is contained within it, as shown in Figure
11

Figure 1-1 A VLAN diagram

VLAN 2
SA N -
=S S, S,
¥ Switch A ¥ switch B
Router
VLAN 5

A VLAN is logically divided on an organizational basis rather than on a physical basis. For example, all
workstations and servers used by a particular workgroup can be connected to the same LAN,
regardless of their physical locations.

VLAN technology delivers the following benefits:
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1) Confining broadcast traffic within individual VLANSs. This reduces bandwidth waste and improves
network performance.

2) Improving LAN security. By assigning user groups to different VLANS, you can isolate them at
Layer 2. To enable communication between VLANS, routers or Layer 3 switches are required.

3) Flexible virtual workgroup creation. As users from the same workgroup can be assigned to the
same VLAN regardless of their physical locations, network construction and maintenance is much
easier and more flexible.

VLAN Fundamentals

To enable a network device to identify frames of different VLANS, a VLAN tag field is inserted into the
data link layer encapsulation.

The format of VLAN-tagged frames is defined in IEEE 802.1Q issued by IEEE in 1999.

In the header of a traditional Ethernet data frame, the field after the destination MAC address and the
source MAC address is the Type field indicating the upper layer protocol type, as shown in Figure 1-2.

Figure 1-2 The format of a traditional Ethernet frame

DA&SA Type Data

IEEE 802.1Q inserts a four-byte VLAN tag after the DA&SA field, as shown in Figure 1-3.
Figure 1-3 The position and format of VLAN tag

VLAN Tag
< g

DA&SA TPID Priority | CFI | VLANID | Type

AVLAN tag comprises four fields: tag protocol identifier (TPID), priority, canonical format indicator (CFl),
and VLAN ID.

e The 16-bit TPID field with a value of 0x8100 indicates that the frame is VLAN-tagged.

e The 3-bit priority field indicates the 802.1p priority of the frame. For information about frame priority,
refer to QoS Configuration in the QoS Volume.

e The 1-bit CFl field specifies whether the MAC addresses are encapsulated in the standard format
when packets are transmitted across different media. Value 0 indicates that MAC addresses are
encapsulated in the standard format; value 1 indicates that MAC addresses are encapsulated in a
non-standard format. The filed is 0 by default.

e The 12-bit VLAN ID field identifies the VLAN the frame belongs to. The VLAN ID range is 0 to 4095.
As 0 and 4095 are reserved by the protocol, a VLAN ID actually ranges from 1 to 4094.

When receiving a frame, a network device handles the frame depending on whether the frame is VLAN
tagged and the value of the VLAN tag, if any. For more information, refer to section Introduction to
Port-Based VLAN.

1-2



@ Note

e The Ethernet Il encapsulation format is used here. Besides the Ethernet Il encapsulation format,
other encapsulation formats, including 802.2 LLC, 802.2 SNAP, and 802.3 raw, are also supported
by Ethernet. The VLAN tag fields are also added to frames encapsulated in these formats for VLAN
identification.

e For a frame with multiple VLAN tags, the device handles it according to its outer VLAN tag, while
transmits its inner VLAN tags as payload.

Types of VLAN

You can implement VLAN based on:

° Port
e MAC address
e Protocol

e |P subnet
e Policy
e  Other criteria

This chapter covers port-based VLAN, MAC-based VLAN, protocol-based VLAN, and IP-based VLAN.
You can configure the four types of VLANs on a port at the same time. When determining to which
VLAN a packet passing through the port should be assigned, the device looks up the VLANS in the
default order of MAC-based VLANS, IP-based VLANS, protocol-based VLANS, and port-based VLANSs.

Configuring Basic VLAN Settings

Follow these steps to configure basic VLAN settings:

To do... Use the command... Remarks
Enter system view system-view —
vlan {vian-idi [to vian-id2]| | CPiond

Create VLANs all’} Using this command can create multiple
VLANS in bulk.
Required
If the specified VLAN does not exist, this

Enter VLAN view vlan vlan-id command creates the VLAN first.

By default, only the default VLAN (that is,
VLAN 1) exists in the system.

, Optional
Configure a name for text .
the current VLAN name tex By default, the name of a VLAN is its

VLAN ID, VLAN 0001 for example.

Configure the Optional
description of the description text VLAN ID is used by default, for example,
current VLAN VLAN 0001.
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@ Note

e Asthe default VLAN, VLAN 1 cannot be created or removed.

e You cannot manually create or remove VLANS reserved for special purposes.

e Dynamic VLANs cannot be removed with the undo vlan command.

e A VLAN with a QoS policy applied cannot be removed.

e Forisolate-user-VLANSs or secondary VLANS, if you have used the isolate-user-vlan command to
create mappings between them, you cannot remove them until you remove the mappings between
them first.

e A VLAN operating as a probe VLAN for remote port mirroring cannot be removed with the undo
vlan command. To do that, remove the remote mirroring VLAN configuration from it first.

Configuring Basic Settings of a VLAN Interface

For hosts of different VLANs to communicate, you must use a router or Layer 3 switch to perform layer
3 forwarding. To achieve this, VLAN interfaces are used.

VLAN interfaces are virtual interfaces used for Layer 3 communication between different VLANs. They
do not exist as physical entities on devices. For each VLAN, you can create one VLAN interface. You
can assign the VLAN interface an IP address and specify it as the gateway of the VLAN to forward traffic
destined for an IP network segment different from that of the VLAN.

Follow these steps to configure basic settings of a VLAN interface:

To do... Use the command... Remarks
Enter system view system-view —
Create a VLAN Required

interface vlan-interface

interface and enter . .
vlan-interface-id

If the VLAN interface already exists, you enter

VLAN interface view its view directly.

Assign an IP address ip address ip-address Optional

to the VLAN interface | | mask | mask-length } No IP address is assigned to any VLAN

[sub] interface by default.

Configure the Optional

description of the description text VLAN interface name is used by default, for

VLAN interface example, Vlan-interfacel Interface.
Optional

By default, a VLAN interface is in the up state.
In this case, the VLAN interface is up so long
as one port in the VLAN is up and goes down if
undo shutdown all ports in the VLAN go down.

An administratively shut down VLAN interface
however will be in the down state until you
bring it up, regardless of how the state of the
ports in the VLAN changes.

Bring up the VLAN
interface
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@ Note

Before creating a VLAN interface for a VLAN, create the VLAN first.

Port-Based VLAN Configuration

Introduction to Port-Based VLAN

Port-based VLANs group VLAN members by port. A port forwards traffic for a VLAN only after it is
assigned to the VLAN.

Port link type

You can configure the link type of a port as access, trunk, or hybrid. The three link types use different
VLAN tag handling methods. When configuring the link type of a port, note that:

An access port can belong to only one VLAN. Usually, ports directly connected to PCs are
configured as access ports.

A trunk port can carry multiple VLANSs to receive and send traffic for them. Except traffic of the
default VLAN, traffic passes through a trunk port will be VLAN tagged. Usually, ports connecting
network devices are configured as trunk ports to allow members of the same VLAN to
communicate with each other across multiple network devices.

Like a trunk port, a hybrid port can carry multiple VLANS to receive and send traffic for them. Unlike
a trunk port, a hybrid port allows traffic of all VLANs to pass through VLAN untagged. You can
configure a port connected to a network device or user terminal as a hybrid port for access link
connectivity or trunk connectivity.

Default VLAN

By default, VLAN 1 is the default VLAN for all ports. You can configure the default VLAN for a port as

required.

Use the following guidelines when configuring the default VLAN on a port:

Because an access port can join only one VLAN, its default VLAN is the VLAN to which it belongs
and cannot be configured.

Because a trunk or hybrid port can join multiple VLANSs, you can configure a default VLAN for the
port.

You can use a nonexistent VLAN as the default VLAN for a hybrid or trunk port but not for an
access port. Therefore, after you remove the VLAN that an access port resides in with the undo
vlan command, the default VLAN of the port changes to VLAN 1. The removal of the VLAN
specified as the default VLAN of a trunk or hybrid port, however, does not affect the default VLAN
setting on the port.
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@ Note

e Do not set the voice VLAN as the default VLAN of a port in automatic voice VLAN assignment
mode. Otherwise, the system prompts error information. For information about voice VLAN, refer to
Voice VLAN Configuration.

e The local and remote ports must use the same default VLAN ID for the traffic of the default VLAN to

be transmitted properly.

A port configured with the default VLAN handles a frame as follows:

Port type Actions (in the inbound direction) Actions (in the outbound
Untagged frame Tagged frame direction)
e Receive the frame if its
VLAN ID is the same
Tag the frame with as the default VLAN I.D ~ | Remove the default VLAN tag and
Access the default VLAN e Drop the frame if its | oo\ the frame
tag. VLAN ID is different '
from the default VLAN
ID.
e Remove the tag and send the
frame if the frame carries the
Check whether the default VLAN tag.

Trunk default VLAN is e Send the frame without
permitted on the e Receive the frame if its removing the tag if its VLAN is
port: VLAN is carried on the carried on the port but is
e If yes, tag the port. different from the default one.

frame with the | o Drop the frame if its | Send the frame if its VLAN is
default ~ VLAN VLAN is not carried on | carried on the port. The frame is
tag. the port. sent with the VLAN tag removed

Hybrid e |If not, drop the or intact depending on your

frame. configuration with the port hybrid
vlan command. This is true of the
default VLAN.

Assigning an Access Port to a VLAN

You can assign an access port to a VLAN in VLAN view, interface view, or port group view.
1) In VLAN view

Follow these steps to assign one or multiple access ports to a VLAN in VLAN view:

To do... Use the command... Remarks

Enter system view system-view —
Required

Enter VLAN view vlan vlan-id If the specified VLAN does not exist, this
command creates the VLAN first.

Assign one or a group Required

of access ports to the | port interface-list

current VLAN By default, all ports belong to VLAN 1.
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2) Ininterface or port group view

Follow these steps to assign an access port (in interface view) or multiple access ports (in port group
view) to a VLAN:

To do... Use the command... Remarks
Enter system view system-view —
Enter Ethernet | interface interface-type Required
interface view interface-number Use either command.
Enter Layer-2 interface e In Ethernet interface view, the
aggregate bridge-aggregation subsequent configurations apply
Enter interface view interface-number to the current port.
interface e In port group view, the
view or port subsequent configurations apply
group view to all ports in the port group.
Enter port port-group manual e In Layer-2 aggregate interface
group view port-group-name view, the subsequent
configurations apply to the
Layer-2 aggregate interface and
all its member ports.

Optional
Configure the link type of the t link-t P . .
port or ports as access portlink-type access The link type of a port is access by
default.
. Optional
Assign the current access ort access vlan vian-id
port(s) to a VLAN p \B/{glt\alfellult, all access ports belong to

@ Note

e Before assigning an access port to a VLAN, create the VLAN first.

e After you configure a command on a Layer-2 aggregate interface, the system starts applying the
configuration to the aggregate interface and its aggregation member ports. If the system fails to do
that on the aggregate interface, it stops applying the configuration to the aggregation member ports.
If it fails to do that on an aggregation member port, it simply skips the port and moves to the next
port.

Assigning a Trunk Port to a VLAN

A trunk port can carry multiple VLANS. You can assign it to a VLAN in interface view or port group view.
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Follow these steps to assign a trunk port to one or multiple VLANS:

To do... Use the command... Remarks
Enter system view system-view —
Etnhter t interface interface-type Required
ermne interface-number Use either command.

interface view ) )
¢ In Ethernet interface view, the

subsequent  configurations

Enter Layer-2 | terface bridge-aggregation

aggregate interface-number apply to the current port.
Enter interface view e In port group view, the
interface view subsequent  configurations
or port group apply to all ports in the port
view group.

e In Layer-2 aggregate
Enter port port-group manual interface view the
group view port-group-name :

subsequent  configurations
apply to the Layer-2
aggregate interface and all its
member ports.

Configure the link type of the

port or ports as trunk port link-type trunk Required
. ) Required
Assign the trunk port(s) to the | port trunk permit vlian )
specified VLAN(s) { vian-id-list | all } By default, a trunk port carries
only VLAN 1.
, Optional
Configure the default VLAN of K ovid vl lan-id )
the trunk port(s) port trunk pvid vian vian-i VLAN 1 is the default VLAN by
default.

@ Note

e To change the link type of a port from trunk to hybrid or vice versa, you must set the link type to
access first.

e The local and remote hybrid ports must use the same default VLAN ID for the traffic of the default
VLAN to be transmitted properly.

e After configuring the default VLAN for a trunk port, you must use the port trunk permit vlian
command to configure the trunk port to allow packets from the default VLAN to pass through, so
that the egress port can forward packets from the default VLAN.

e After you configure a command on a Layer-2 aggregate interface, the system starts applying the
configuration to the aggregate interface and its aggregation member ports. If the system fails to do
that on the aggregate interface, it stops applying the configuration to the aggregation member ports.
If it fails to do that on an aggregation member port, it simply skips the port and moves to the next
port.

Assigning a Hybrid Port to a VLAN

A hybrid port can carry multiple VLANS. You can assign it to a VLAN in interface view or port group view.

Follow these steps to assign a hybrid port to one or multiple VLANS:
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To do...

Use the command...

Remarks

Enter system view

system-view

Enter Ethernet
interface view

interface interface-type
interface-number

Enter Layer-2
aggregate
interface view

interface bridge-aggregation
interface-number

Enter

interface

view or port

group view
Enter port
group view

port-group manual
port-group-name

Required
Use either command.

e In Ethernet interface view,
the subsequent
configurations apply to the
current port.

e In port group view, the
subsequent configurations
apply to all ports in the port

group.
e In Layer-2 aggregate
interface view, the

subsequent configurations
apply to the Layer-2
aggregate interface and all
its member ports.

Configure the link type of the
port(s) as hybrid

port link-type hybrid

Required

Assign the hybrid port(s) to
the specified VLAN(S)

port hybrid vlan vlan-id-list
{tagged | untagged }

Required

By default, a hybrid port allows
only packets of VLAN 1 to pass
through untagged.

Configure the default VLAN of
the hybrid port

port hybrid pvid vlan vlan-id

Optional

VLAN 1 is the default by
default.

@ Note

To change the link type of a port from trunk to hybrid or vice versa, you must set the link type to
access first.

Before assigning a hybrid port to a VLAN, create the VLAN first.

The local and remote hybrid ports must use the same default VLAN ID for the traffic of the default
VLAN to be transmitted properly.

After configuring the default VLAN for a hybrid port, you must use the port hybrid vlan command
to configure the hybrid port to allow packets from the default VLAN to pass through, so that the
egress port can forward packets from the default VLAN.

After you configure a command on a Layer-2 aggregate interface, the system starts applying the
configuration to the aggregate interface and its aggregation member ports. If the system fails to do
that on the aggregate interface, it stops applying the configuration to the aggregation member ports.
If it fails to do that on an aggregation member port, it simply skips the port and moves to the next
port.
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MAC-Based VLAN Configuration
Introduction to MAC-Based VLAN

MAC-based VLANSs group VLAN members by MAC address. They only apply to untagged frames.

When receiving an untagged frame, the device looks up the list of MAC-to-VLAN mappings based on
the MAC address of the frame for a match. If a match is found, the system forwards the frame in the
corresponding VLAN. If no match is found, the system looks up other types of VLANs to make the
forwarding decision.

MAC-based VLANs are mostly used in conjunction with security technologies such as 802.1X to
provide secure, flexible network access for terminal devices.

Approaches to Creating MAC Address-to-VLAN Mappings

In addition to creating MAC address-to-VLAN mappings at the CLI, you can use an authentication
server to automatically issue MAC address-to-VLAN mappings.

e Manually Static configuration (through CLI)
You can associate MAC addresses with VLANS by using corresponding commands.
e Automatic configuration through the authentication server (that is, VLAN issuing)

The device associates MAC addresses with VLANs dynamically based on the information provided by
the authentication server. If a user goes offline, the corresponding MAC address-to-VLAN association is
removed automatically. Automatic configuration requires MAC address-to—-VLAN mapping be
configured on the authentication server. For detailed information, refer to 802.1X Configuration in the
Security Volume.

The two configuration approaches can be used at the same time, that is, you can configure a MAC
address-to-VLAN entry on both the local device and the authentication server at the same time. Note
that the MAC address-to-VLAN entry configuration takes effect only when the configuration on the local
device is consistent with that on the authentication server. Otherwise, the previous configuration takes
effect.

Configuring a MAC Address-Based VLAN

@ Note

MAC-based VLANSs are available only on hybrid ports.

Follow these steps to configure a MAC-based VLAN:

To do... Use the command... Remarks

Enter system view system-view —

mac-vlan mac-address
mac-address vlan vlan-id [ priority | Required

priority ]

Associate MAC addresses
with a VLAN
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To do... Use the command... Remarks

Enter . . Use either command.

Eth t interface interface-type
Enter - efrne . interface-number In Ethernet interface view, the
Ethernet | Interiace view subsequent configurations
mterface apply only to the current port;
view or in port group view, the
port group | Enter port port-group manual sugseq%entpconfigurations
view group view port-group-name apply to all ports in the port

group.

Configure the link type of
the port(s) as hybrid

port link-type hybrid

Required

Configure the current
hybrid port(s) to permit
packets of specific
MAC-based VLANS to pass
through

port hybrid vlan vlan-id-list
{tagged | untagged }

Required

By default, a hybrid port only
permits the packets of VLAN 1
to pass through.

Enable MAC-based VLAN

mac-vlan enable

Required
Disabled by default

Configure VLAN matching
precedence

vlan precedence { mac-vlan |
ip-subnet-vlan }

Optional

By default, VLANs are
preferentially matched based
on MAC addresses.

Protocol-Based VLAN Configuration

Introduction to Protocol-Based VLAN

@ Note

Protocol-based VLANSs are only applicable on hybrid ports.

In this approach, inbound packets are assigned to different VLANs based on their protocol types and
encapsulation formats. The protocols that can be used for VLAN assignment include IP, IPX, and
AppleTalk (AT). The encapsulation formats include Ethernet I, 802.3 raw, 802.2 LLC, and 802.2 SNAP.

A protocol-based VLAN is defined by a protocol template comprised of encapsulation format and
protocol type. A port can be associated with multiple protocol templates. An untagged packet reaching a

port associated with protocol-based VLANs will be processed as follows.

e If the packet matches a protocol template, the packet will be tagged with the VLAN tag
corresponding to the protocol template.
e If the packet matches no protocol template, the packet will be tagged with the default VLAN ID of

the port.

The port processes a tagged packet as it processes tagged packets of a port-based VLAN.

e If the port permits the VLAN ID of the packet to pass through, the port forwards the packet.
e If the port does not permit the VLAN ID of the packet to pass through, the port drops the packet.

This feature is mainly used to assign packets of the specific service type to a specific VLAN.
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Configuring a Protocol-Based VLAN

Follow these steps to configure a protocol-based VLAN:

To do...

Use the command...

Remarks

Enter system view

system-view

Enter VLAN view

vlan vlan-id

Required

If the specified VLAN does
not exist, this command
creates the VLAN first.

Create a protocol template for the

protocol-vlan

[ protocol-index ] { at | ipv4 |
ipv6 | ipx { ethernetii | llc |
raw | snap } | mode

VLAN { ethernetii etype etype-id | Required
llc { dsap dsap-id [ ssap
ssap-id | | ssap ssap-id } |
snap etype etype-id } }
Exit VLAN view quit Required
Enter Ethernet | interface interface-type Required

interface view

interface-number

Enter Layer-2
aggregate
interface view

interface
bridge-aggregation
interface-number

Enter interface
view or port
group view

Enter port
group view

port-group manual
port-group-name

Use either command.

In Ethernet interface view,
the subsequent
configurations apply to the
current port.

In port group view, the
subsequent configurations
apply to all ports in the port
group.

In Layer-2 aggregate
interface view, the
subsequent configurations
apply to the Layer-2
aggregate interface and all
its member ports.

Configure the port link type as

hybrid port link-type hybrid Required
Configure current hybrid port(s) to

permit the packets of the specified | port hybrid vlan vlan-id-list Required
protocol-based VLANS to pass {tagged | untagged } q
through

Associate the hybrid port(s) with port hybrid protocol-vlan

the specified protocol-based vlan vlan-id { protocol-index Required

VLAN

[ to protocol-end ] | all }
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A Caution

e Do not configure both the dsap-id and ssap-id arguments in the protocol-vlan command as 0xe0
or Oxff when configuring the user-defined template for llc encapsulation. Otherwise, the
encapsulation format of the matching packets will be the same as that of the ipx llc or ipx raw
packets respectively.

e When you use the mode keyword to configure a user-defined protocol template, do not set etype-id
in ethernetii etype etype-id to 0x0800, 0x8137, 0x809b, or 0x86dd. Otherwise, the encapsulation
format of the matching packets will be the same as that of the IPv4, IPX, AppleTalk, and IPv6
packets respectively.

e A protocol-based VLAN on a hybrid port can process only untagged inbound packets, whereas the
voice VLAN in automatic mode on a hybrid port can process only tagged voice traffic. Therefore, do
not configure a VLAN as both a protocol-based VLAN and a voice VLAN. For more information,
refer to Voice VLAN Configuration.

e After you configure a command on a Layer-2 aggregate interface, the system starts applying the
configuration to the aggregate interface and its aggregation member ports. If the system fails to do
that on the aggregate interface, it stops applying the configuration to the aggregation member ports.
If it fails to do that on an aggregation member port, it simply skips the port and moves to the next
port.

IP Subnet-Based VLAN Configuration
Introduction

In this approach, packets are assigned to VLANSs based on their source IP addresses and subnet masks.
A port configured with IP subnet-based VLANSs assigns a received untagged packet to a VLAN based on
the source address of the packet.

This feature is used to assign packets from the specified network segment or IP address to a specific
VLAN.

Configuring an IP Subnet-Based VLAN

@ Note

This feature is only applicable on hybrid ports.

Follow these steps to configure an IP subnet-based VLAN:

To do... Use the command... Remarks
Enter system view system-view —
Enter VLAN view vlan vlan-id —
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To do...

Use the command...

Remarks

Associate an IP subnet
with the current VLAN

ip-subnet-vian
[ ip-subnet-index ] ip
ip-address [ mask ]

Required

The IP network segment or IP address to
be associated with a VLAN cannot be a
multicast network segment or a multicast
address.

Return to system view

quit

interface interface-type
interface-number

interface
bridge-aggregation
interface-number

Enter
Ethernet
interface view
Enter Enter Layer-2
interface aggregate
view or interface view
port
group
view
Enter port
group view

port-group manual
port-group-name

Required
Use either command.
e In Ethernet interface view, the

subsequent configurations apply to
the current port.

e In port group view, the subsequent
configurations apply to all ports in the
port group.

e In Layer-2 aggregate interface view,
the subsequent configurations apply
to the Layer-2 aggregate interface and
all its member ports.

Configure port link type as

port link-type hybrid

Required

hybrid

Configure the hybrid .

pori(s) to permit the P i et c{j SS‘Q ed | Required
specified IP subnet-based untagged }

VLANS to pass through 99

Associate the hybrid port hybrid

port(s) with the specified ip-subnet-vlan vlian Required

IP subnet-based VLAN

vlan-id

@ Note

After you configure a command on a Layer-2 aggregate interface, the system starts applying the
configuration to the aggregate interface and its aggregation member ports. If the system fails to do that
on the aggregate interface, it stops applying the configuration to the aggregation member ports. If it fails
to do that on an aggregation member port, it simply skips the port and moves to the next port.

Displaying and Maintaining VLAN

To do... Use the command... Remarks

display vlan [ vlan-id1 [ to vlan-id2 ] |
all | dynamic | interface
interface-type
interface-number.subnumber |
reserved | static ]

Display VLAN information Available in any view

Display VLAN interface
information

display interface vlan-interface

[ vian-interface-id | Available in any view

Display hybrid ports or trunk

ports on the device display port { hybrid | trunk }

Available in any view
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To do...

Use the command...

Remarks

Display MAC address-to-VLAN
entries

display mac-vlan { all | dynamic |
mac-address mac-address [ mask
mac-mask ] | static | vlan vlan-id }

Available in any view

Display all interfaces with
MAC-based VLAN enabled

display mac-vlan interface

Available in any view

Display protocol information
and protocol indexes of the
specified VLANs

display protocol-vlan vlan { vlan-id
[to vlan-id] ]| all }

Available in any view

Display protocol-based VLAN
information on specified
interfaces

display protocol-vlan interface
{ interface-type interface-number [ to
interface-type interface-number ] | all }

Available in any view

Display IP subnet-based VLAN
information and IP subnet
indexes of specified VLANs

display ip-subnet-vlan vlan { vlan-id
[to vlan-id] ]| all }

Available in any view

Display the IP subnet-based
VLAN information and IP
subnet indexes of specified
ports

display ip-subnet-vlan interface
{ interface-list | all }

Available in any view

Clear statistics on a port

reset counters interface
[ interface-type [ interface-number ] ]

Available in user view

@ Note

The reset counters interface command can be used to clear statistics on a VLAN interface. For more

information, refer to Ethernet Interface Commands in the Access Volume.

VLAN Configuration Example

Network requirements

e Device A connects to Device B through a trunk port GigabitEthernet 1/0/1;
e The default VLAN ID of GigabitEthernet 1/0/1 is 100;

e GigabitEthernet 1/0/1 allows packets from VLAN 2, VLAN 6 through VLAN 50, and VLAN 100 to

pass through.

Figure 1-4 Network diagram for port-based VLAN configuration

@GEWOM

Device A

Configuration procedure

1) Configure Device A

GE1/O/1@

Device B

# Create VLAN 2, VLAN 6 through VLAN 50, and VLAN 100.

<DeviceA> system-view
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[DeviceA] vlan 2
[DeviceA-vlan2] quit

[DeviceA] vian 100
[DeviceA-vIan100] vlan 6 to 50

Please wait... Done.

# Enter GigabitEthernet 1/0/1 interface view.

[DeviceA] interface GigabitEthernet 1/0/1

# Configure GigabitEthernet 1/0/1 as a trunk port and configure its default VLAN ID as 100.

[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk pvid vlan 100

# Configure GigabitEthernet 1/0/1 to deny the packets of VLAN 1 (by default, the packets of VLAN 1 are
permitted to pass through on all the ports).

[DeviceA-GigabitEthernetl/0/1] undo port trunk permit vlan 1

# Configure GigabitEthernet 1/0/1 to permit packets from VLAN 2, VLAN 6 through VLAN 50, and VLAN
100 to pass through.

[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan 2 6 to 50 100
Please wait... Done.

[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] quit

2) Configure Device B as you configure Device A.

Verification

Verifying the configuration on Device A is similar to that of Device B. So only Device A is taken for
example here.

# Display the information about GigabitEthernet 1/0/1 of Device A to verify the above configurations.

<DeviceA> display interface gigabitethernet 1/0/1
GigabitEthernetl/0/1 current state: UP
IP Packet Frame Type: PKTFMT_ETHNT_2, Hardware Address: 00le-cl16f-ae68
Description: GigabitEthernetl/0/1 Interface
Loopback is not set
Media type is twisted pair
Port hardware type is 1000 BASE_ T
Unknown-speed mode, unknown-duplex mode
Link speed type is autonegotiation, link duplex type is autonegotiation
Flow-control is not enabled
The Maximum Frame Length is 9216
Broadcast MAX-ratio: 100%
Unicast MAX-ratio: 100%
Multicast MAX-ratio: 100%
Allow jumbo frame to pass
PVID: 100
Mdi type: auto
Link delay is 0(sec)
Port link-type: trunk
VLAN passing : 2, 6-50, 100
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VLAN permitted: 2, 6-50, 100
Trunk port encapsulation: IEEE 802.1q
Port priority: O
Peak value of input: O bytes/sec, at 2000-04-26 12:01:40
Peak value of output: O bytes/sec, at 2000-04-26 12:01:40
Last 300 seconds input: O packets/sec 0 bytes/sec -%
Last 300 seconds output: O packets/sec 0 bytes/sec -%
Input (total): O packets, 0 bytes

0 unicasts, 0 broadcasts, 0 multicasts
Input (normal): O packets, - bytes

0 unicasts, 0 broadcasts, 0 multicasts
Input: O input errors, O runts, 0 giants, O throttles

0 CRC, O frame, - overruns, O aborts

- ignored, - parity errors
Output (total): O packets, 0O bytes

0 unicasts, O broadcasts, 0 multicasts, 0 pauses
Output (normal): O packets, - bytes

0 unicasts, 0 broadcasts, 0 multicasts, 0 pauses
Output: O output errors, - underruns, - buffer failures

0 aborts, O deferred, O collisions, O late collisions

0 lost carrier, - no carrier
The output above shows that:

e The port (GigabitEthernet 1/0/1) is a trunk port.
e The default VLAN of the port is VLAN 100.
e The port permits packets of VLAN 2, VLAN 6 through VLAN 50, and VLAN 100 to pass through.

Therefore, the configuration is successful.
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2 Isolate-User-VLAN Configuration

When configuring an isolate-user VLAN, go to these sections for information you are interested in:

e Overview

e  Configuring Isolate-User-VLAN

e Displaying and Maintaining Isolate-User-VLAN
e Isolate-User-VLAN Configuration Example

Overview

An isolate-user-VLAN adopts a two-tier VLAN structure. In this approach, two types of VLANS,
isolate-user-VLAN and secondary VLAN, are configured on the same device.

The following are the characteristics of the isolate-user-VLAN implementation:

e Isolate-user-VLANs are mainly used for upstream data exchange. An isolate-user-VLAN can be
associated with multiple secondary VLANs. As the upstream device is aware of only the
isolate-user-VLAN but not the secondary VLANS, network configuration is simplified and VLAN
resources are saved.

e You can isolate the Layer 2 traffic of different users by assigning the ports connected to them to
different secondary VLANSs. To enable communication between secondary VLANSs associated with
the same isolate-user-VLAN, you can enable local proxy ARP on the upstream device to realize
Layer 3 communication between the secondary VLANS.

As illustrated in the following figure, the isolate-user-VLAN function is enabled on Switch B. VLAN 10 is
the isolate-user-VLAN, and VLAN 2, VLAN 5, and VLAN 8 are secondary VLANSs associated with VLAN
10 and are invisible to Switch A.

Figure 2-1 An isolate-user-VLAN example

Switch A
VLAN 10

Switch B

VLAN 2 VLAN 5‘ VLAN 8

Configuring Isolate-User-VLAN

Configure the isolate-user-VLAN through the following steps:

1) Configure the isolate-user-VLAN;
2) Configure the secondary VLANS;
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3) Assign non-trunk ports to the isolate-user-VLAN and ensure that at least one port takes the
isolate-user-VLAN as its default VLAN;

4) Assign non-trunk ports to each secondary VLAN and ensure that at least one port in a secondary
VLAN takes the secondary VLAN as its default VLAN;

5) Associate the isolate-user-VLAN with the specified secondary VLANS.

Follow these steps to configure an isolate-user-VLAN:

To do... Use the command Remarks
Enter system view system-view —
Create a VLAN and enter VLAN view | vlan vlan-id —
Configure the VLAN as an isolate-user-vlan enable Required
isolate-user-VLAN q
Return to system view quit —
Assign ports to the Access port Refer to Assigning an Access Port to a
isolate-user-VLAN P VLAN
and ensure that at
least one port Use either
takes the : Refer to Assigning a Hybrid Porttoa | PProach.
isolate-user-VLAN | Hybrid port VLAN
as its default -
VLAN
Return to system view quit —
Create secondary VLANs vlan { vlan-id1 [ to vlan-id2 ]| all } Required
Quit to system view quit —
Assign ports to each Refer to Assigning an Access Port to a
secondary VLAN and Access port |\ "\
ensure that at least one Required to

port in a secondary
VLAN takes the
secondary VLAN as its
default VLAN

Hybrid port

Refer to Assigning a Hybrid Port to a
VLAN

choose either

Return to system view

quit

Associate the isolate-user-VLAN with
the specified secondary VLANS

isolate-user-vlan isolate-user-vian-id
secondary secondary-vlan-id [ to
secondary-vlan-id ]

Required

@ Note

After associating an isolate-user-VLAN with the specified secondary VLANSs, you cannot add/remove a
port to/from each involved VLAN or remove each involved VLAN. To do that, you must cancel the

association first.
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Displaying and Maintaining Isolate-User-VLAN

To do... Use the command...

Remarks

Display the mapping between an

isolate-user-VLAN and its secondary F;:(?I:;Z_'jsoeliﬁéﬁgr]' vian
VLAN(s)

Available in any view

Isolate-User-VLAN Configuration Example

Network requirements

e Connect Device A to downstream devices Device B and Device C;

e Configure VLAN 5 on Device B as an isolate-user-VLAN, assign the uplink port GigabitEthernet
1/0/5 to VLAN 5, and associate VLAN 5 with secondary VLANs VLAN 2 and VLAN 3. Assign

GigabitEthernet 1/0/2 to VLAN 2 and GigabitEthernet 1/0/1 to VLAN 3.

e Configure VLAN 6 on Device C as an isolate-user-VLAN, assign the uplink port GigabitEthernet
1/0/5 to VLAN 6, and associate VLAN 6 with secondary VLANs VLAN 3 and VLAN 4. Assign

GigabitEthernet 1/0/3 to VLAN 3 and GigabitEthernet 1/0/4 to VLAN 4.

e For Device A, Device B only has VLAN 5 and Device C only has VLAN 6.

Figure 2-2 Network diagram for isolate-user-VLAN configuration

VLAN 5 VLAN 6
VLAN 3 VLAN 3

Device A

VLAN 2 VLAN 4

Configuration procedure

The following part provides only the configuration on Device B and Device C.
1) Configure Device B

# Configure the isolate-user-VLAN.

<DeviceB> system-view

[DeviceB] vlan 5

[DeviceB-vlan5] isolate-user-vlan enable
[DeviceB-vlan5] port gigabitethernet 1/0/5
[DeviceB-vlan5] quit

# Configure the secondary VLANS.

[DeviceB] vlan 3
[DeviceB-vlan3] port gigabitethernet 1/0/1
[DeviceB-vlan3] quit
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[DeviceB] vlan 2
[DeviceB-vlan2] port gigabitethernet 1/0/2
[DeviceB-vlan2] quit

# Associate the isolate-user-VLAN with the secondary VLANS.
[DeviceB] isolate-user-vlan 5 secondary 2 to 3

2) Configure Device C
# Configure the isolate-user-VLAN.

<DeviceC> system-view

[DeviceC] vlan 6

[DeviceC-vlan6] isolate-user-vlan enable
[DeviceC-vlan6] port gigabitethernet 1/0/5
[DeviceC-vlan6] quit

# Configure the secondary VLANS.

[DeviceC] vlan 3

[DeviceC-vlan3] port gigabitethernet 1/0/3
[DeviceC-vlan3] quit

[DeviceC] vlan 4

[DeviceC-vlan4] port gigabitethernet 1/0/4

# Associate the isolate-user-VLAN with the secondary VLANS.

[DeviceC-vlan4] quit

[DeviceC] isolate-user-vlan 6 secondary 3 to 4

Verification

# Display the isolate-user-VLAN configuration on Device B.

[DeviceB] display isolate-user-vlan
Isolate-user-VLAN VLAN ID : 5
Secondary VLAN ID : 2-3

VLAN ID: 5
VLAN Type: static
Isolate-user-VLAN type : isolate-user-VLAN
Route Interface: not configured
Description: VLAN 0005
Name: VLAN 0005
Tagged Ports: none
Untagged Ports:
gigabitethernet 1/0/1 gigabitethernet 1/0/2

VLAN ID: 2

VLAN Type: static
Isolate-user-VLAN type : secondary
Route Interface: not configured
Description: VLAN 0002

Name: VLAN 0002

Tagged Ports: none

Untagged Ports:

gigabitethernet 1/0/5



gigabitethernet 1/0/2

VLAN ID: 3
VLAN Type: static
Isolate-user-VLAN type : secondary
Route Interface: not configured
Description: VLAN 0003
Name: VLAN 0003
Tagged Ports: none
Untagged Ports:

gigabitethernet 1/0/1

gigabitethernet 1/0/5

gigabitethernet 1/0/5



3 Voice VLAN Configuration

When configuring a voice VLAN, go to these sections for information you are interested in:

Overview

Configuring a Voice VLAN

Displaying and Maintaining Voice VLAN
Voice VLAN Configuration

Overview

A voice VLAN is configured specially for voice traffic. After assigning the ports connecting to voice
devices to a voice VLAN, you can configure quality of service (QoS) parameters for the voice traffic,
thus improving transmission priority and ensuring voice quality.

A device determines whether a received packet is a voice packet by checking its source MAC address.
A packet whose source MAC address complies with the voice device Organizationally Unique Identifier
(OUI) address is regarded as voice traffic and assigned to the voice VLAN.

You can configure the OUI addresses in advance or use the default OUI addresses. Table 3-1 lists the
default OUI address for each vendor’s devices.

Table 3-1 The default OUI addresses of different vendors

Number OUI address Vendor
1 0001-e300-0000 Siemens phone
2 0003-6b00-0000 Cisco phone
3 0004-0d00-0000 Avaya phone
4 00d0-1e00-0000 Pingtel phone
5 0060-b900-0000 Philips/NEC phone
6 00e0-7500-0000 Polycom phone
7 00e0-bb00-0000 3Com phone

@ Note

In general, as the first 24 bits of a MAC address (in binary format), an OUI address is a globally
unique identifier assigned to a vendor by IEEE. OUI addresses mentioned in this document,
however, are different from those in common sense. OUI addresses in this document are used by
the system to determine whether a received packet is a voice packet. They are the results of the
AND operation of the two arguments mac-address and oui-mask in the voice vlan mac-address
command.

You can remove the default OUI address of a device manually and then add new ones manually.
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Voice VLAN Assignment Modes

A port can be assigned to a voice VLAN in one of the following two modes:

In automatic mode, the system matches the source MAC addresses in the untagged packets sent
when the IP phone is powered on against the OUI addresses. If a match is found, the system
automatically assigns the port to the voice VLAN, issues ACL rules and configures the packet
precedence. You can configure voice VLAN aging time on the device. The system will remove a
port from the voice VLAN if no packet is received from the port after the aging time expires.
Assigning/removing ports to/from a voice VLAN are automatically performed by the system.

In manual mode, you should assign an IP phone connecting port to a voice VLAN manually. Then,
the system matches the source MAC addresses in the packets against the OUI addresses. If a
match is found, the system issues ACL rules and configures the packet precedence. In this mode,
assigning/removing ports to/from a voice VLAN are performed manually.

Both modes forward tagged packets according to their tags.

The following table lists the co-relation between the port voice VLAN mode, the voice traffic type of an IP
phone, and the port link type.

Table 3-2 Co-relation

assignment mode

Voice VLAN Voice traffic type Port link type

Access: not supported

Trunk: supported if the default VLAN of the
connecting port exists and is not the voice VLAN and

Tagged voice traffic the connecting port belongs to the default VLAN

Automatic mode Hybrid: supported if the default VLAN of the

connecting port exists and is not the voice VLAN and
the traffic of the default VLAN is permitted to pass
through the connecting port

Untagged voice traffic | Access, Trunk, hybrid: not supported

Manual mode

Access: not supported

Trunk: supported if the default VLAN of the
connecting port exists and is not the voice VLAN and
the connecting port belongs to the default VLAN

Tagged voice traffic i i
Hybrid: supported if the default VLAN of the

connecting port exists and is not the voice VLAN, the
traffice of the default VLAN is permitted to pass

through the port, and the traffic of the Voice VLAN is
permitted to pass through the connecting port tagged

Access: supported if the default VLAN of the
connecting port is the voice VLAN

Trunk: supported if the default VLAN of the
connecting port is the voice VLAN and that the voice
VLAN is permitted to pass through the connecting
port

Untagged voice
traffic

Hybrid port: supported if the default VLAN of the
connecting port is the voice VLAN and is permitted to
pass through the connecting port untagged
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A Caution

If an IP phone sends tagged voice traffic and its connecting port is configured with 802.1X
authentication and guest VLAN, you should assign different VLAN IDs for the voice VLAN, the default
VLAN of the connecting port, and the 802.1X guest VLAN.

@ Note

The default VLANSs for all ports are VLAN 1. You can configure the default VLAN of a port and
configure a port to permit a certain VLAN to pass through with commands. For more information,
refer to Port-Based VLAN Configuration.

Use the display interface command to display the default VLAN of a port and the VLANs

permitted to pass through the port.

Security Mode and Normal Mode of Voice VLANS

Voice VLAN-enabled ports can operate in security mode or normal mode based on their inbound packet

filtering mechanisms.

Security mode: only voice packets whose source MAC addresses comply with the recognizable
OUI addresses can pass through the voice VLAN-enabled inbound port, while other non-voice
packets are dropped, including authentication packets, such as 802.1X authentication packets.
Normal mode: both voice packets and non-voice packets are allowed to pass through a voice
VLAN-enabled inbound port. Voice packets are forwarded according to the voice VLAN forwarding
mechanism whereas the non-voice packets are forwarded according to the normal VLAN
forwarding mechanism.

It is recommended not to transmit both voice packets and non-voice packets in a voice VLAN. If
necessary, please ensure that the voice VLAN security mode is disabled.

Configuring a Voice VLAN

Configuration Prerequisites

Before configuring a VLAN as a voice VLAN, create the VLAN first. Note that you cannot configure
VLAN 1 (the system-default VLAN) as a voice VLAN.
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Setting a Port to Operate in Automatic Voice VLAN Assignment Mode

Follow these steps to set a port to operate in automatic voice VLAN assignment mode:

To do...

Use the command...

Remarks

Enter system view

system-view

Set the voice VLAN
aging time

voice vlan aging minutes

Optional
1440 minutes by default.

The voice VLAN aging time configuration is
only applicable on ports in automatic voice
VLAN assignment mode.

Enable the voice
VLAN security mode

voice vlan security
enable

Optional
Enabled by default.

Add a recognizable
OUI address

voice vlan mac-address
oui mask oui-mask
[ description text ]

Optional
By default, each voice VLAN has default OUI
addresses configured. Refer to Table 3-1 for

the default OUI addresses of different
vendors.

Enter Ethernet
interface view

interface interface-type
interface-number

Configure the port to
operate in automatic
voice VLAN
assignment mode

voice vlan mode auto

Optional

Automatic voice VLAN assignment mode is
enabled by default.

The voice VLAN assignment modes on
different ports are independent of one another.

Enable voice VLAN
on the port

voice vlan vlan-id enable

Required
Not enabled by default

@ Note

e An 4500G switch supports up to eight voice VLANSs globally.

e Anprotocol-based VLAN on a hybrid port can process only untagged inbound packets, whereas the
voice VLAN in automatic mode on a hybrid port can process only tagged voice traffic. Therefore, do
not configure a VLAN as both a protocol-based VLAN and a voice VLAN. For more information,
refer to Protocol-Based VLAN Configuration.

e Do not configure the default VLAN of a port in automatic voice VLAN assignment mode as the
voice VLAN.

Setting a Port to Operate in Manual Voice VLAN Assignment Mode

Follow these steps to set a port to operate in manual voice VLAN assignment mode:

To do... Use the command... Remarks

Enter system view system-view —

Optional
Enabled by default.

Enable the voice VLAN security

mode voice vlan security enable
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To do...

Use the command...

Remarks

Add a recognizable OUI
address

voice vlan mac-address oui
mask oui-mask [ description
text ]

Optional

By default, each voice VLAN
has default OUI addresses
configured. Refer to Table 3-1
for the default OUI addresses
of different vendors.

Enter interface view

interface interface-type
interface-number

Configure the port to operate in
manual voice VLAN
assignment mode

undo voice vlan mode auto

Required
Disabled by default

Assign the Access port Eg:?:;c;@sf Aqﬁ Ing an Access Use one of the three

port in manual : approaches.

voice VLAN Trunk port Refer to Assigning a Trunk Port | After you assign an access port

assignment to a VLAN. to the voice VLAN, the voice

mode to the Refer to Assigning a Hybrid VLAN becomes the default

voice VLAN i VLAN of the port automatically.
Hybrid port 1 501t a VLAN. port aufomatically

Configure the Refer to section Assigning a Optional

: Trunkport | 11k Port to a VLAN

voice VLAN ILNCEOIIO 2 : This operation is required for

as the default untagged inbound voice traffic

VLAN of the Hvbrid port Refer to Assigning a Hybrid and prohibited for tagged

port ybridp Port to a VLAN. inbound voice traffic.

Enable voice VLAN on the port

voice vlan enable

Required

@ Note

e An 4500G switch supports up to eight voice VLANSs globally.
e You can configure different voice VLANs on different ports at the same time. However, one port
can be configured with only one voice VLAN, and this voice VLAN must be a static VLAN that

already exists on the device.

e Voice VLAN is mutually exclusive with Link Aggregation Control Protocol (LACP) on a port.

e To make voice VLAN take effect on a port which is enabled with voice VLAN and operates in

manual voice VLAN assignment mode, you need to assign the port to the voice VLAN manually.

Displaying and Maintaining Voice VLAN

To do...

Use the command...

Remarks

Display the voice VLAN state

display voice vlan state

Available in any view

Display the OUI addresses
currently supported by system

display voice vlan oui

Available in any view
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Voice VLAN Configuration Examples
Automatic Voice VLAN Mode Configuration Example

Network requirements

As shown in Figure 3-1,

e The MAC address of IP phone A is 0011-1100-0001. The phone connects to a downstream device
named PC A whose MAC address is 0022-1100-0002 and to GigabitEthernet 1/0/1 on an upstream
device named Device A.

e The MAC address of IP phone B is 0011-2200-0001. The phone connects to a downstream device
named PC B whose MAC address is 0022-2200-0002 and to GigabitEthernet 1/0/2 on Device A.

e Device A uses voice VLAN 2 to transmit voice packets for IP phone A and voice VLAN 3 to transmit
voice packets for IP phone B.

Configure GigabitEthernet 1/0/1 and GigabitEthernet 1/0/2 to work in automatic voice VLAN
assignment mode. In addition, if one of them has not received any voice packet in 30 minutes, the port
is removed from the corresponding voice VLAN automatically.

Figure 3-1 Network diagram for automatic voice VLAN assignment mode configuration

Device A

Device B

Internet

GE1/0/2 GE1/0/1

VLAN 2

IP phone A

010-1001

MAC: 0011-1100-0001
Mask: ffff-ff00-0000

Mask: ffff-ff00-0000 0755-2002

IP phone B
010-1002
MAC: 0011-2200-0001

PCA PCB
MAC: 0022-1100-0002 MAC: 0022-2200-0002

Configuration procedure

# Create VLAN 2 and VLAN 3.

<DeviceA> system-view

[DeviceA] vlan 2 to 3

# Set the voice VLAN aging time to 30 minutes.

[DeviceA] voice vlan aging 30

# Since GigabitEthernet 1/0/1 may receive both voice traffic and data traffic at the same time, to ensure
the quality of voice packets and effective bandwidth use, configure voice VLANSs to work in security

mode, that is, configure the voice VLANS to transmit only voice packets. (Optional. By default, voice
VLANSs work in security mode.)

[DeviceA] voice vlan security enable

# Configure the allowed OUI addresses as MAC addresses prefixed by 0011-1100-0000 or
0011-2200-0000. In this way, Device A identifies packets whose MAC addresses match any of the
configured OUI addresses as voice packets.
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[DeviceA] voice vlan mac-address 0011-1100-0001 mask FFFF-FF00-0000 description IP phone A
[DeviceA] voice vlan mac-address 0011-2200-0001 mask FFFF-FF00-0000 description IP phone B

# Configure GigabitEthernet 1/0/1 to operate in automatic voice VLAN assignment mode. (Optional. By
default, a port operates in automatic voice VLAN assignment mode.)

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] voice vlan mode auto

# Configure GigabitEthernet 1/0/1 as a hybrid port.

[DeviceA-GigabitEthernetl/0/1] port link-type access
Please wait... Done.

[DeviceA-GigabitEthernetl/0/1] port link-type hybrid

# Configure VLAN 2 as the voice VLAN for GigabitEthernet 1/0/1.

[DeviceA-GigabitEthernetl/0/1] voice vlan 2 enable
[DeviceA-GigabitEthernetl/0/1] quit

# Configure GigabitEthernet 1/0/2.

[DeviceA] interface gigabitethernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] voice vlan mode auto
[DeviceA-GigabitEthernetl/0/2] port link-type access
Please wait... Done.

[DeviceA-GigabitEthernetl/0/2] port link-type hybrid

[DeviceA-GigabitEthernetl/0/2] voice vlan 3 enable

Verification

# Display the OUI addresses, OUI address masks, and description strings supported currently.

<DeviceA> display voice vlan oui

Oui Address Mask Description

0001-e300-0000
0003-6b00-0000
0004-0d00-0000
0011-1100-0000
0011-2200-0000
00d0-1e00-0000
0060-b900-0000
00e0-7500-0000
00e0-bb00-0000

TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000
TFFF-100-0000

Siemens phone
Cisco phone

Avaya phone

IP phone A

IP phone B
Pingtel phone
Philips/NEC phone

Polycom phone

3com phone

# Display the current states of voice VLANS.

<DeviceA> display voice vlan state
Maximum of Voice VLANs: 16

Current Voice VLANs: 2

Voice VLAN security mode: Security
Voice VLAN aging time: 1440 minutes
Voice VLAN enabled port and its mode:

PORT VLAN MODE
GigabitEthernetl/0/1 2 AUTO
GigabitEthernetl/0/2 3 AUTO



Manual Voice VLAN Assignment Mode Configuration Example

Network requirements

e Create VLAN 2 and configure it as a voice VLAN permitting only voice traffic to pass through.

e The IP phones send untagged voice traffic. Configure GigabitEthernet 1/0/1 as a hybrid port.

e Configure GigabitEthernet 1/0/1 to operate in manual voice VLAN assignment mode. Configure
GigabitEthernet 1/0/1 to allow voice traffic with an OUI address of 0011-2200-0000, a mask of
ffff-ff00-0000, and a description string test to be forwarded through the voice VLAN.

Figure 3-2 Network diagram for manual voice VLAN assignment mode configuration

Device A Device B

Internet

VLAN 2

010-1001 0755-2002

OUI: 0011-2200-0000
Mask: ffff-ff00-0000

Configuration procedure
# Configure the voice VLAN to operate in security mode. (Optional. A voice VLAN operates in security
mode by default.)
<DeviceA> system-view
[DeviceA] voice vlan security enable
# Add a recognizable OUI address 0011-2200-0000.

[DeviceA] voice vlan mac-address 0011-2200-0000 mask FFFf-fF00-0000 description test

# Create VLAN 2 and configure it as the voice VLAN.

[DeviceA] vlan 2

[DeviceA-vlan2] quit

[DeviceA] voice vlan 2 enable

# Configure GigabitEthernet 1/0/1 to operate in manual voice VLAN assignment mode.
[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] undo voice vlan mode auto

# Configure GigabitEthernet 1/0/1 as a hybrid port.

[DeviceA-GigabitEthernetl/0/1]port link-type access
Please wait... Done.

[DeviceA-GigabitEthernetl/0/1]port link-type hybrid

# Configure the voice VLAN (VLAN 2) as the default VLAN of GigabitEthernet 1/0/1 and configure
GigabitEthernet 1/0/1 to permit the voice traffic of VLAN 2 to pass through untagged.
[DeviceA-GigabitEthernetl/0/1] port hybrid pvid vlan 2

[DeviceA-GigabitEthernetl/0/1] port hybrid vlan 2 untagged

# Enable voice VLAN on GigabitEthernet 1/0/1.

[DeviceA-GigabitEthernetl/0/1] voice vlan enable
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Verification

# Display the OUI addresses, OUI address masks, and description strings supported currently.

<DeviceA> display voice vlan oui

Oui Address

0001-e300-0000
0003-6b00-0000
0004-0d00-0000
0011-2200-0000
00d0-1e00-0000
0060-b900-0000
00e0-7500-0000
00e0-bb00-0000

Mask

TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000
TFFF-FF00-0000

Description
Siemens phone
Cisco phone
Avaya phone

test

Pingtel phone
Philips/NEC phone
Polycom phone

3com phone

# Display the current voice VLAN state.

<DeviceA> display voice vlan state
Maximum of Voice VLANs: 16
Current Voice VLANs: 2

Voice VLAN security mode: Security

Voice VLAN aging time: 100 minutes

Voice VLAN enabled port and its mode:

PORT

VLAN

GigabitEthernetl1/0/1 2

MANUAL



Table of Contents

1 GVRP CONFIGUIALION «+eeesesesestststitete s 1-1
INEFOAUGCLION 1O GWRP +rvvreesrrrreetamretaesateteesartteesateeeesssaeee s asa e e e s s asre e e e s asre e e e s asre e e e s asnaeeesasseeeeesreeessanneeeeennes 1-1
LY =] =2 TP PP 1-1
V=] =2 TP PP 1-3
ProtOCOIS ANA SEANUAITS -+-+++srrreeererrrremimmmreeiaeeeesarereessreeeesarer e e s sreeeessraee e e sesaee e e sasneeeesasneeeesasneeees 1-4
GVRP CONFIGUrAtION TASK LISt -++++rrrereresrsrsrsrsririiii i 1-4
CONfIGUANG GVRP FUNCHONS -++++++++rseseseseseseseieieiine s 1-4
CONfIGUANG GARP TIMEIS +++++esesesesesrsrstsririttntsist s 1-5
Displaying and Maintaining GVRP «--«-««eeerereririsiiiiii i 1-6
GVRP CONfIgUIration EXAMPIES «+++++s-seresesesrsrursmiiiiii s 1-7
GVRP Configuration EXAMPIE | -+«s-s-sesesesrurmmiiiiiii s 1-7
GVRP Configuration EXAMPIE [1:-«s-s-seersrurmmiiiiiii s 1-8
GVRP Configuration EXAMPIE [l -««-s-s-sesesrurrmiiiiiiii s 1-9



1 GVRP Configuration

The GARP VLAN Registration Protocol (GVRP) is a GARP application. It functions based on the
operating mechanism of GARP to maintain and propagate dynamic VLAN registration information for
the GVRP devices on the network.

When configuring GVRP, go to these sections for information you are interested in;

e Introduction to GVRP
e GVRP Configuration Task List
e Configuring GVRP Functions

e Configuring GARP Timers

e Displaying and Maintaining GVRP

e GVRP Configuration Examples

Introduction to GVRP
GARP

The Generic Attribute Registration Protocol (GARP) provides a mechanism that allows participants in a
GARP application to distribute, propagate, and register with other participants in a LAN the attributes
specific to the GARP application, such as the VLAN or multicast address attribute.

GARRP itself does not exist on a device as an entity. GARP-compliant participants are known as GARP

applications. One example is GVRP. When a GARP patrticipant is present on a port on your device, the
port is regarded as a GARP participant.

GARP messages and timers

1) GARP messages
A GARP application entity exchanges information with other GARP application entities by:

e Sending Join messages to register with other entities its attributes, the attributes received from
other GARP application entities, and the attributes manually configured on it.

e Sending Leave messages to have its attributes deregistered on other devices. A GARP participant
also sends Leave messages when it receives Leave messages from other GARP participants or
when attributes are manually deregistered on it.

e Sending LeaveAll messages to deregister all the attributes so that all GARP participants can
re-register all attributes with each other. A LeaveAll message is sent upon expiration of a LeaveAll
timer, which starts upon the startup of a GARP application entity.

Join messages, Leave messages, and LeaveAll message make sure the reregistration and
deregistration of GARP attributes are performed in an orderly way.

Through message exchange, all attribute information that needs registration propagates to all GARP
participants on the LAN.

2) GARP timers

GARRP uses the following four timers to set the interval for sending GARP messages:
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e Hold timer — When a GARP application entity receives the first registration request, it starts a Hold
timer and collects succeeding requests. When the timer expires, the entity sends all these requests
in one Join message. This helps you save bandwidth.

e Join timer — A GARP participant sends a Join message at most twice for reliability sake and uses
a Join timer to set the sending interval. If the first Join message has not been acknowledged before
the Join timer expires, the GARP participant sends the second Join message.

e Leave timer — Starts upon receipt of a Leave message sent for deregistering some attribute
information. If no Join message is received before this timer expires, the GARP participant
removes the attribute information as requested.

e LeaveAll timer — Starts when a GARP participant starts. When this timer expires, the entity sends
a LeaveAll message so that other participants can re-register its attribute information. Then, a
LeaveAll timer starts again.

@ Note

e The settings of GARP timers apply to all GARP applications, such as GVRP, on a LAN.

e On a GARP-enabled network, a device may send LeaveAll messages at the interval set by its
LeaveAll timer or the LeaveAll timer on another device on the network, whichever is smaller. This is
because each time a device on the network receives a LeaveAll message it resets its LeaveAll
timer.

Operating mechanism of GARP

The GARP mechanism allows the configuration of a GARP application entity to propagate throughout a
LAN quickly. In GARP, a GARP application entity registers or deregisters its attributes with other entities
by making or withdrawing declarations of attributes and at the same time, based on received
declarations or withdrawals, handles attributes of other entities. When a port receives an attribute
declaration, it registers the attribute; when a port receives an attribute withdrawal, it deregisters the
attribute.

GARP application entities send protocol data units (PDUs) with a particular multicast MAC address as
destination. Based on this address, a device can identify to which GVRP application (GVRP for example)
a GARP PDU will be delivered.
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GARP message format

Figure 1-1 GARP message format

Ethernet Frame | DA | SA | length | DSAP | SSAP | Ctrl PDU
e 3 N
GARP PDU structure Protocol ID Message 1 Message N End Mark
1. 2 SN
Message structure | Attribute Type Attribute List
Attribute List structure Attribute 1 Attribute N End Mark
Attribute structure | Attribute Length | Attribute Event Attribute Value

Figure 1-1 illustrates the GARP message format. Table 1-1 describes the GARP message fields.

Table 1-1 Description on the GARP message fields

Field Description Value
Protocol ID Protocol identifier for GARP 1
Message One or multiple messages, each containing |
9 an attribute type and an attribute list
Attribute Tvpe Defined by the concerned GARP 0x01 for GVRP, indicating the
yp application VLAN ID attribute
Attribute List Contains one or multiple attributes —
Attribute Consists of an Attribute Length, an .

Attribute Event, and an Attribute Value

Number of octets occupied by an attribute,

inclusive of the attribute length field 2110 255 (in bytes)

Attribute Length

e 0: LeaveAll event

e 1: JoinEmpty event

e 2:Joinin event

e 3: LeaveEmpty event
e 4:Leaveln event

e 5: Empty event

VLAN ID for GVRP

If the Attribute Event is
LeaveAll, Attribute Value is
omitted.

Attribute Event Event described by the attribute

Attribute Value Attribute value

End Mark Indicates the end of a GARP PDU 0x00

GVRP

GVRP enables a device to propagate local VLAN registration information to other participant devices
and dynamically update the VLAN registration information from other devices to its local database
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about active VLAN members and through which port they can be reached. It thus ensures that all GVRP
participants on a bridged LAN maintain the same VLAN registration information. The VLAN registration
information propagated by GVRP includes both manually configured local static entries and dynamic
entries from other devices.

GVRP provides the following three registration types on a port:

e Normal — Enables the port to dynamically register and deregister VLANSs, and to propagate both
dynamic and static VLAN information.

e Fixed — Disables the port to dynamically register and deregister VLANS or propagate information
about dynamic VLANSs, but allows the port to propagate information about static VLANs. A trunk
port with fixed registration type thus allows only manually configured VLANS to pass through even
though it is configured to carry all VLANS.

e Forbidden — Disables the port to dynamically register and deregister VLANs and to propagate
VLAN information except information about VLAN 1. A trunk port with forbidden registration type
thus allows only VLAN 1 to pass through even though it is configured to carry all VLANS.

Protocols and Standards

GVRP is described in IEEE 802.1Q.

GVRP Configuration Task List

Complete these tasks to configure GVRP:

Task Remarks
Configuring GVRP Functions Required
Configuring GARP Timers Optional

@ Note

e GVRP configuration made in Ethernet interface view or Layer-2 aggregate interface view takes
effect on the current interface only; .GVRP configuration made in port group view takes effect on all
the member ports in the group.

e GVRP configuration made on a member port in an aggregation group takes effect only after the
port is removed from the aggregation group.

Configuring GVRP Functions

Before enabling GVRP on a port, you must enable GVRP globally.

Follow these steps to configure GVRP functions on a trunk port:

To do... Use the command... Remarks
Enter system view system-view —
Required
Enable GVRP globally gvrp ,
Globally disabled by default.
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To do... Use the command... Remarks
Enter Ethernet | Enter Ethernet
interface view, | interface view or interface interface-type ,
Layer 2 Layer 2 aggregate | interface-number Required
aggregate interface view Perform either of the
interface view, commands.
or port-group Enter port-group port-group manual
view view port-group-name
Enable GVRP on the port or port avrp Required
group Disabled by default.
Configure the GVRP registration gvrp registration { fixed | | Optional
mode on the port or port group forbidden | normal } The default is normal.

@ Note

e GVRP can be configured only on trunk ports.

e GVRP is mutually exclusive with service loopback.

e In an MSTP network, GVRP can run on only the CIST. In addition, blocked ports on the CIST
cannot receive/send GVRP packets.

e If both GVRP and remote port mirroring are used, GVRP may register the remote probe VLAN to
unexpected ports, resulting in undesired duplicates to be received by the monitor port. For more
information about port mirroring, refer to Port Mirroring Configuration in the Access Volume.

e Enabling GVRP on a Layer 2 aggregate interface enables both the aggregate interface and all
selected member ports in the corresponding link aggregation group to participate in dynamic VLAN
registration and deregistration.

e On a GVRP-enabled trunk port, you need to configure the port trunk permit vlan all command on
the port to ensure that the traffic of all dynamically registered VLANs can pass through the port.

Configuring GARP Timers

Among the four GARP timers, the LeaveAll timer is configured in system view and takes effect on all
ports, while the other three are configured on a port basis.

Follow these steps to configure GARP timers:

To do... Use the command... Remarks
Enter system view system-view —
- . Optional
Configure the GARP LeaveAll garp timer leaveall .
timer timer-value The default is 1000
centiseconds.
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To do... Use the command... Remarks

Enter Enter Ethernet or Required
_Ethefrnet Layer 2 interface interface-type Perform either of the
interface aggregate interface-number commands.
view, Layer | interface view . .
2 aggregate Depending on the view you
interface accessed, the subsequent
view, or Enter port-group | port-group manual configuration takes effecton a
port-group view port-group-name port or all ports in a
view port-group.
, . . _ Optional
Configure the Hold timer garp timer hold timer-value _
10 centiseconds by default.
, - . L Optional
Configure the Join timer garp timer join timer-value _
20 centiseconds by default.
, . . ) Optional
Configure the Leave timer garp timer leave timer-value

60 centiseconds by default.

@ Note

As shown in Table 1-2, the values of GARP timers are dependent on each other:

e If you want to set a value beyond the value range for a timer, you may change the value range by
tuning the value of another related timer.

e If you want to restore the default settings of the timers, restore the Hold timer first, and then the Join,
Leave, and LeaveAll timers.

Table 1-2 Dependencies of GARP timers

Timer Lower limit Upper limit

No greater than half of the Join timer

Hold 10 centiseconds setting

No less than two times the Hold timer

Join . Less than half of the leave timer setting
setting

Leave Gregter than two times the Join timer Less than the LeaveAll timer setting
setting

LeaveAll Greater than the Leave timer setting 32765 centiseconds

Displaying and Maintaining GVRP

To do... Use the command... Remarks

display garp statistics [ interface

interface-list | Available in any view

Display statistics about GARP

Display GARP timers for specified | display garp timer [ interface

or all ports interface-list | Available in any view

Display the local VLAN information | display gvrp local-vlan interface

maintained by GVRP interface-type interface-number Available in any view
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To do... Use the command... Remarks

display gvrp state interface
Display the current GVRP state interface-type interface-number vlan | Available in any view
vlan-id

display gvrp statistics [ interface

Display statistics about GVRP interface-list |

Available in any view

Display the global GVRP state display gvrp status Available in any view
Display the information about display gvrp vlan-operation

dynamic VLAN operations interface interface-type Available in any view
performed on a port interface-number

reset garp statistics [ interface

Clear the GARP statistics . ;
interface-list |

Available in user view

GVRP Configuration Examples
GVRP Configuration Example |

Network requirements

Configure GVRP for dynamic VLAN information registration and update among devices, adopting the
normal registration mode on ports.

Figure 1-2 Network diagram for GVRP configuration

GE1/0/11
GE1/01

Device A Device B

Configuration procedure

1) Configure Device A
# Enable GVRP globally.

<DeviceA> system-view
[DeviceA] gvrp
# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANSs to pass through.

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan all

# Enable GVRP on trunk port GigabitEthernet 1/0/1.

[DeviceA-GigabitEthernetl/0/1] gvrp
[DeviceA-GigabitEthernetl/0/1] quit

# Create VLAN 2 (a static VLAN).

[DeviceA] vlan 2

2) Configure Device B
# Enable GVRP globally.

<DeviceB> system-view
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[DeviceB] gvrp

# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANS to pass through.

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan all

# Enable GVRP on trunk port GigabitEthernet 1/0/1.

[DeviceB-GigabitEthernetl/0/1] gvrp
[DeviceB-GigabitEthernetl/0/1] quit

# Create VLAN 3 (a static VLAN).
[DeviceB] vlan 3
3) Verify the configuration
# Display dynamic VLAN information on Device A.
[DeviceA] display vlan dynamic
Now, the following dynamic VLAN exist(s):
3

# Display dynamic VLAN information on Device B.
[DeviceB] display vlan dynamic
Now, the following dynamic VLAN exist(s):
2

GVRP Configuration Example I

Network requirements

Configure GVRP for dynamic VLAN information registration and update among devices. Specify fixed
GVRP registration on Device A and normal GVRP registration on Device B.

Figure 1-3 Network diagram for GVRP configuration

GE1/0/1
GE1/0/1

Device A Device B

Configuration procedure

1) Configure Device A

# Enable GVRP globally.

<DeviceA> system-view

[DeviceA] gvrp

# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANSs to pass through.
[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] port link-type trunk

[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan all

# Enable GVRP on GigabitEthernet 1/0/1 and set the GVRP registration type to fixed on the port.

[DeviceA-GigabitEthernetl/0/1] gvrp
[DeviceA-GigabitEthernetl/0/1] gvrp registration fixed
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[DeviceA-GigabitEthernetl/0/1] quit

# Create VLAN 2 (a static VLAN).
[DeviceA] vlan 2

2) Configure Device B
# Enable GVRP globally.

<DeviceB> system-view

[DeviceB] gvrp

# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANS to pass through.

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan all

# Enable GVRP on GigabitEthernet 1/0/1.

[DeviceB-GigabitEthernetl/0/1] gvrp
[DeviceB-GigabitEthernetl/0/1] quit

# Create VLAN 3 (a static VLAN).

[Sysname] vlan 3

3) Verify the configuration
# Display dynamic VLAN information on Device A.

[DeviceA] display vlan dynamic

No dynamic vlans exist!

# Display dynamic VLAN information on Device B.
[DeviceB] display vlan dynamic
Now, the following dynamic VLAN exist(s):
2

GVRP Configuration Example IlI

Network requirements

To prevent dynamic VLAN information registration and update among devices, set the GVRP
registration mode to forbidden on Device A and normal on Device B.

Figure 1-4 Network diagram for GVRP configuration

GE1/0/11
GE1/01

Device A Device B

Configuration procedure

1) Configure Device A
# Enable GVRP globally.

<DeviceA> system-view

[DeviceA] gvrp

# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANS to pass through.
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[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan all
# Enable GVRP on GigabitEthernet 1/0/1 and set the GVRP registration type to forbidden on the port.
[DeviceA-GigabitEthernetl/0/1] gvrp
[DeviceA-GigabitEthernetl/0/1] gvrp registration forbidden
[DeviceA-GigabitEthernetl/0/1] quit
# Create VLAN 2 (a static VLAN).

[DeviceA] vlan 2
2) Configure Device B
# Enable GVRP globally.
<DeviceB> system-view

[DeviceB] gvrp
# Configure port GigabitEthernet 1/0/1 as a trunk port, allowing all VLANSs to pass through.
[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl1/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan all
# Enable GVRP on GigabitEthernet 1/0/1.
[DeviceB-GigabitEthernetl/0/1] gvrp
[DeviceB-GigabitEthernetl/0/1] quit
# Create VLAN 3 (a static VLAN).

[DeviceB] vlan 3
3) Verify the configuration
# Display dynamic VLAN information on Device A.

[DeviceA] display vlan dynamic

No dynamic vlans exist!
# Display dynamic VLAN information on Device B.

[DeviceB] display vlan dynamic

No dynamic vlans exist!
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1 QinQ Configuration

When configuring QinQ, go to these sections for information you are interested in:

e Introduction to QinQ

e QinQ Configuration Task List

e Configuring Basic QinQ

e Configuring Selective QinQ

e Configuring the TPID Value in VLAN Tags
e QinQ Configuration Examples

@ Note

Throughout this document, customer network VLANs (CVLANS), also called inner VLANS, refer to the
VLANSs that a customer uses on the private network; and service provider network VLANs (SVLANS),
also called outer VLANS, refer to the VLANS that a service provider uses to carry VLAN tagged traffic for
customers.

Introduction to QinQ
Background

In the VLAN tag field defined in IEEE 802.1Q, only 12 bits are used for VLAN IDs, so a device can
support a maximum of 4094 VLANSs. In actual applications, however, a large number of VLANSs are
required to isolate users, especially in metropolitan area networks (MANSs), and 4094 VLANSs are far
from satisfying such requirements.

QinQ Mechanism and Benefits

The QinQ feature is a flexible, easy-to-implement Layer 2 VPN technique. It enables the edge device on
the service provider network to encapsulate an outer VLAN tag in Ethernet frames from customer
networks (private networks), so that the Ethernet frames will travel across the service provider network
(public network) with double VLAN tags. QinQ enables a service provider to use a single SVLAN to
serve customers who have multiple CVLANS.

The devices in the public network forward a frame only according to its outer VLAN tag and learn its
source MAC address into the MAC address table of the outer VLAN. The inner VLAN tag of the frame is
transmitted as the payload.
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Figure 1-1 Schematic diagram of the QIinQ feature

Customer network A

VLAN 1~10

Customer network A

VLAN 1~10
VLAN 3 VLAN 3
(I (7
VLAN 4 VLAN 4

Service provider network

S S

VLAN 1~20 VLAN 1~20

Customer network B Customer network B

As shown in Figure 1-1, customer network A has CVLANSs 1 through 10, while customer network B has
CVLANSs 1 through 20. The SVLAN allocated by the service provider for customer network A is SVLAN
3, and that for customer network B is SVLAN 4. When a tagged Ethernet frame of customer network A
enters the service provider network, it is tagged with outer VLAN 3; when a tagged Ethernet frame of
customer network B enters the service provider network, it is tagged with outer VLAN 4. In this way,
there is no overlap of VLAN IDs among customers, and traffic from different customers does not
become mixed.

By tagging tagged frames, QinQ expands the available VLAN space from 4094 to 4094 x 4094 and thus
satisfies the requirement for VLAN space in MAN. It mainly addresses the following issues:

e Releases the stress on the SVLAN resource.
e Enables customers to plan their CVLANSs without conflicting with SVLANSs.
e Provides an easy-to-implement Layer 2 VPN solution for small-sized MANSs or intranets.

QinQ Frame Structure

A QinQ frame is transmitted double-tagged over the service provider network. The inner VLAN tag is the
CVLAN tag while the outer one is the SVLAN tag that the service provider has allocated to the customer.
Figure 1-2 shows the structure of single-tagged and double-tagged Ethernet frames.
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Figure 1-2 Single-tagged frame structure vs. double-tagged Ethernet frame structure

6 bytes 6 bytes 4 bytes 2 bytes 46-1500 bytes 4 bytes
User
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Nested User
DA SA VLAN Tag | VLAN Tag Etype DATA FCS
Double-tagged frame structure {= i »
Outer Inner
VLAN tag § VLAN tag

@ Note

The default maximum transmission unit (MTU) of an interface is 1500 bytes. The size of an outer VLAN
tag is 4 bytes. Therefore, you are recommended to increase the MTU of each interface on the service
provider network. The recommended minimum MTU is 1504 bytes.

Implementations of QinQ

There are two types of QinQ implementations: basic QinQ and selective QinQ.
1) Basic QinQ

Basic QinQ is a port-based feature. When a frame arrives at a basic QinQ-enabled port, the port tags it
with the port’s default VLAN tag, regardless of whether the frame is tagged or untagged. If the received
frame is already tagged, it becomes a double-tagged frame; if it is untagged, it becomes a frame tagged
with the port’s default VLAN tag.

2) Selective QinQ

Selective QinQ is a more flexible, VLAN-based implementation of QinQ. In addition to all the functions
of basic QinQ, selective QinQ provides per-CVLAN actions for frames received on the same port:

e Tagging frames with different outer VLAN tags based on different inner VLAN IDs.
e Marking the outer VLAN 802.1p priority based on the existing inner VLAN 802.1p priority.
e Modifying the inner VLAN IDs while tagging the frames with outer VLAN tags.

Modifying the TPID in a VLAN Tag

AVLAN tag uses the tag protocol identifier (TPID) field to identify the protocol type of the tag. The value
of this field, as defined in IEEE 802.1Q, is 0x8100.

0 shows the 802.1Q-defined tag structure of an Ethernet frame.
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Figure 1-3 VLAN tag structure of an Ethernet frame

6bytes Bbytes 4bytes  2bytes 46~1500bytes 4bytes
DA SA VLAN Tag | Etype DATA FCS
TPID User Priority CFI VLAN ID
2bytes 3bits 1bit 12bits

The device determines whether a received frame carries a SVLAN tag or a CVLAN tag by checking the
corresponding TPID value. Upon receiving a frame, the device compares the configured TPID value
with the value of the TPID field in the frame. If the two match, the devices considers that the frame
carries the corresponding VLAN tag. For example, if a frame carries a SVLAN tag with the TPID value
0x9100 and a CVLAN tag with the TPID value 0x8100 while the configured TPID value of the SVLAN
tag is 0x9100 and that of the CVLAN tag is 0x8200, the device considers that the frame carries only the
SVLAN tag but not the CVLAN tag.

In addition, the systems of different vendors may set the TPID of the outer VLAN tag of QinQ frames to
different values. For compatibility with these systems, you can modify the TPID value so that the QinQ
frames, when sent to the public network, carry the TPID value identical to the value of a particular
vendor to allow interoperability with the devices of that vendor.

The TPID in an Ethernet frame has the same position with the protocol type field in a frame without a
VLAN tag. To avoid problems in packet forwarding and handling in the network, you cannot set the TPID
value to any of the values in the table below.

Table 1-1 Reserved protocol type values

Protocol type Value
ARP 0x0806
PUP 0x0200
RARP 0x8035
P 0x0800
IPv6 0x86DD
PPPoE 0x8863/0x8864
MPLS 0x8847/0x8848
IPX/SPX 0x8137
IS-IS 0x8000
LACP 0x8809
802.1x 0x888E
Cluster 0x88A7
Reserved OxFFFD/OXFFFE/OXFFFF
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QinQ Configuration Task List

Table 1-2 QinQ configuration task list

Configuration task Remarks
Configuring Basic QinQ Optional
Configuring Selective QinQ Configuring an Outer VLAN Tagging Policy Optional
Configuring the TPID Value in VLAN Tags Optional

@ Note

e QinQ requires configurations only on the service provider network, not on the customer network.

¢ QinQ configurations made in Ethernet interface view take effect on the current interface only; those
made in Layer-2 aggregate interface view take effect on the current aggregate interface and all the
member ports in the aggregation group; those made in port group view take effect on all member
ports in the current port group.

e Basic and selective QinQ should both be configured on the ports connecting customer networks.

e Do not configure QinQ on a reflector port. For information about reflector ports, refer to Port
Mirroring Configuration in the Access Volume.

Configuring Basic QinQ
Enabling Basic QinQ

Follow these steps to enable basic QinQ:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet or . .
interface interface-type

Enter Layer-2 aggregate interf b _

interface interface view intertace-numboer Required

view or port Use either command.
group view port-group manual

Enter port group view port-group-name

Required

Enable QinQ on the port(s ing enable
QinQ port(s) aing Disabled by default.

Configuring Selective QinQ
Configuring an Outer VLAN Tagging Policy

Basic QinQ can only tag received frames with the default VLAN tag of the receiving port, while selective
QinQ allows adding different outer VLAN tags based on different inner VLAN tags.

3Com switch 4500G support the configuration of basic QinQ and selective QinQ at the same time on a
port and when the two features are both enabled on the port, frames that meet the selective QinQ
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condition are handled with selective QinQ on this port first, and the left frames are handled with basic
QinQ.

Follow these steps to configure an outer VLAN tagging policy:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet or
Enter Layer-2 interface interface-type
interface aggregate interface-number Required
view or port | Interface view Use either command
group View | gnter port group port-group manual

view port-group-name

Required

By default, the SVLAN tag to
be added is the default VLAN
tag of the receiving port.

Enter QinQ view and configure

the SVLAN tag for the portto add | 91"d Vid vian-id

Tag frames of the specified raw-vlan-id inbound { all |

CVLANS with the current SVLAN | vilan-list } Required

A Caution

e Aninner VLAN tag corresponds to only one outer VLAN tag.
e Ifyouwantto change an outer VLAN tag, you must delete the old outer VLAN tag configuration and
configure a new outer VLAN tag.

Configuring the TPID Value in VLAN Tags

You can configure the TPID value in VLAN tags in system view, where the configuration takes effect on
all ports of the device.

Follow these steps to configure a TPID value globally:

To do... Use the command... Remarks
Enter system view system-view —
Configure the TPID value in the | qing ethernet-type Optional
CVLAN tag or the SVLAN tag | hex-value By default, the TPID value is 0x8100

QinQ Configuration Examples
Basic QinQ Configuration Example

Network requirements

e Provider A and Provider B are edge devices on the service provider network and are
interconnected through trunk ports. They belong to SVLAN 10 and 50.
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e Customer Al, Customer A2, Customer B1 and Customer B2 are edge devices on the customer
network.
e Third-party devices with a TPID value of 0x8200 are deployed between Provider A and Provider B.

Make configuration to achieve the following:

e Frames of VLAN 200 through VLAN 299 can be exchanged between Customer Aland Customer
A2 through VLAN 10 of the service provider network.

e Frames of VLAN 250 through VLAN 350 can be exchanged between Customer B1 and Customer
B2 through VLAN 50 of the service provider network.

Figure 1-4 Network diagram for VLAN transparent transmission configuration

Customer A1 Customer B1
VLAN 200~299 VLAN 250~350

GE1/0/1] Provider A Provider B

GE1/0/1
VLAN 10, 50,

TPID = 0x8200

GE1/0/2 GE1/0/2

Public network
A Customer B2 Customer A2 1
VLAN 250~350 VLAN 200~299

Configuration procedure

@ Note

Make sure that the devices in the service provider network have been configured to allow QinQ packets
to pass through.

1) Configuration on Provider A
e Configure GigabitEthernet 1/0/1

# Configure VLAN 10 as the default VLAN of GigabitEthernet 1/0/1.

<ProviderA> system-view

[ProviderA] interface gigabitethernet 1/0/1

[ProviderA-GigabitEthernetl/0/1] port access vlan 10

# Enable basic QinQ on GigabitEthernet 1/0/1.

[ProviderA-GigabitEthernetl/0/1] qing enable

[ProviderA-GigabitEthernetl/0/1] quit

e Configure GigabitEthernet 1/0/2

# Configure GigabitEthernet 1/0/2 as a hybrid port and configure VLAN 50 as the default VLAN of the
port.
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[ProviderA] interface gigabitethernet 1/0/2
[ProviderA-GigabitEthernetl/0/2] port link-type hybrid
[ProviderA-GigabitEthernetl/0/2] port hybrid pvid vlan 50
[ProviderA-GigabitEthernetl/0/2] port hybrid vlan 50 untagged

# Enable basic QinQ on GigabitEthernet 1/0/2.
[ProviderA-GigabitEthernetl/0/2] qingq enable
[ProviderA-GigabitEthernetl/0/2] quit

e Configure GigabitEthernet 1/0/3

# Configure GigabitEthernet 1/0/3 as a trunk port to permit frames of VLAN 10 and 50 to pass through.

[ProviderA] interface gigabitethernet 1/0/3
[ProviderA-GigabitEthernetl/0/3] port link-type trunk
[ProviderA-GigabitEthernetl/0/3] port trunk permit vlan 10 50

# Set the TPID value in the outer tag to 0x8200.
[ProviderA-GigabitEthernetl/0/3] quit

[ProviderA] ginq ethernet-type 8200

2) Configuration on Provider B

e Configure GigabitEthernet 1/0/1

# Configure VLAN 50 as the default VLAN of GigabitEthernet 1/0/1.

<ProviderB> system-view
[ProviderB] interface gigabitethernet 1/0/1
[ProviderB-GigabitEthernetl/0/1] port access vlan 50

# Enable basic QinQ on GigabitEthernet 1/0/1.

[ProviderB-GigabitEthernetl/0/1] qing enable

[ProviderB-GigabitEthernetl/0/1] quit

e Configure GigabitEthernet 1/0/2

# Configure GigabitEthernet 1/0/2 as a hybrid port and configure VLAN 10 as the default VLAN of the
port.

[ProviderB] interface gigabitethernet 1/0/2
[ProviderB-GigabitEthernetl/0/2] port link-type hybrid
[ProviderB-GigabitEthernetl/0/2] port hybrid pvid vlan 10
[ProviderB-GigabitEthernetl/0/2] port hybrid vlan 10 untagged

# Enable basic QinQ on GigabitEthernet 1/0/2.

[ProviderB-GigabitEthernetl/0/2] qinq enable

[ProviderB-GigabitEthernetl/0/2] quit

e Configure GigabitEthernet 1/0/3

# Configure GigabitEthernet 1/0/3 as a trunk port to permit frames of VLAN 10 and 50 to pass through.

[ProviderB] interface gigabitethernet 1/0/3
[ProviderA-GigabitEthernetl/0/B] port link-type trunk
[ProviderA-GigabitEthernetl/0/B] port trunk permit vlan 10 50

# Set the TPID value in the outer tag to 0x8200.

[ProviderB-GigabitEthernetl/0/3] quit
[ProviderB] gingq ethernet-type 8200
3) Configuration on third-party devices
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Configure the third-party devices between Provider A and Provider B as follows: configure the port
connecting GigabitEthernet 1/0/3 of Provider A and that connecting GigabitEthernet 1/0/3 of Provider B
to allow tagged frames of VLAN 10 and 50 to pass through.

Comprehensive Selective QinQ Configuration Example

Network requirements

e Provider A and Provider B are edge devices on the service provider network and are
interconnected through trunk ports. They belong to SVLAN 1000 and SVLAN 2000 separately.

e Customer A, Customer B and Customer C are edge devices on the customer network.

e Third-party devices with a TPID value of 0x8200 are deployed between Provider A and Provider B.

Make configuration to achieve the following:

e VLAN 10 frames of Customer A and Customer B can be forwarded to each other across SVLAN
1000;

e VLAN 20 frames of Customer A and Customer C can be forwarded to each other across SVLAN
2000.

Figure 1-5 Network diagram for comprehensive selective QinQ configuration

Customer A
VLAN 10, 20

GE1/0/1] Provider A Provider B

VLAN 1000, 2000

TPID = 0x8200
GE1/0/2

Public network

N Customer B Customer C
VLAN 10 VLAN 20

Configuration procedure

@ Note

Make sure that the devices in the service provider network have been configured to allow QinQ packets
to pass through.

1) Configuration on Provider A
e Configure GigabitEthernet 1/0/1

# Configure GigabitEthernet 1/0/1 as a hybrid port to permit frames of VLAN 1000 and VLAN 2000 to
pass through, and configure GigabitEthernet 1/0/1 to send packets of these VLANs with tags removed.

<ProviderA> system-view
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[ProviderA] interface gigabitethernet 1/0/1
[ProviderA-GigabitEthernetl/0/1] port link-type hybrid
[ProviderA-GigabitEthernetl/0/1] port hybrid vlan 1000 2000 untagged

# Tag CVLAN 10 frames with SVLAN 1000.
[ProviderA-GigabitEthernetl/0/1] qing vid 1000
[ProviderA-GigabitEthernetl/0/1-vid-1000] raw-vlan-id inbound 10
[ProviderA-GigabitEthernetl/0/1-vid-1000] quit

# Tag CVLAN 20 frames with SVLAN 2000.
[ProviderA-GigabitEthernetl/0/1] qing vid 2000
[ProviderA-GigabitEthernetl/0/1-vid-2000] raw-vlan-id inbound 20
[ProviderA-GigabitEthernetl/0/1-vid-2000] quit
[ProviderA-GigabitEthernetl/0/1] quit

e Configure GigabitEthernet 1/0/2

# Configure GigabitEthernet 1/0/2 as a hybrid port to permit frames of VLAN 1000 to pass through, and
configure GigabitEthernet 1/0/2 to send packets of VLAN 1000 with tag removed.

[ProviderA] interface gigabitethernet 1/0/2

[ProviderA-GigabitEthernetl/0/2] port link-type hybrid

[ProviderA-GigabitEthernetl/0/2] port hybrid vlan 1000 untagged

# Tag CVLAN 10 frames with SVLAN 1000.
[ProviderA-GigabitEthernetl/0/2] qing vid 1000
[ProviderA-GigabitEthernetl/0/2-vid-1000] raw-vlan-id inbound 10
[ProviderA-GigabitEthernetl/0/2-vid-1000] quit
[ProviderA-GigabitEthernetl/0/2] quit

e Configure GigabitEthernet 1/0/3

# Configure GigabitEthernet 1/0/3 as a trunk port to permit frames of VLAN 1000 and VLAN 2000 to
pass through.

[ProviderA] interface gigabitethernet 1/0/3
[ProviderA-GigabitEthernetl/0/3] port link-type trunk
[Sysname-GigabitEthernetl1/0/3] port trunk permit vlan 1000 2000

# Set the TPID value in the outer tag to 0x8200.
[ProviderA-GigabitEthernetl/0/3] quit

[ProviderA] qginq ethernet-type 8200

2) Configuration on Provider B

e Configure GigabitEthernet 1/0/1

# Configure GigabitEthernet 1/0/1 as a trunk port to permit frames of VLAN 1000 and VLAN 2000 to
pass through.

<ProviderB> system-view

[ProviderB] interface gigabitethernet 1/0/1
[ProviderB-GigabitEthernetl/0/1] port link-type trunk
[ProviderB-GigabitEthernetl/0/1] port trunk permit vlan 1000 2000
e Configure GigabitEthernet 1/0/2

# Configure GigabitEthernet 1/0/2 as a hybrid port to permit frames of VLAN 2000 to pass through, and
configure GigabitEthernet 1/0/2 to send packets of VLAN 2000 with tag removed.

[ProviderB] interface gigabitethernet 1/0/2
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[ProviderB-GigabitEthernetl/0/2] port link-type hybrid
[ProviderB-GigabitEthernetl/0/2] port hybrid vlan 2000 untagged
# Tag CVLAN 20 frames with SVLAN 2000.
[ProviderB-GigabitEthernetl/0/2] qing vid 2000
[ProviderB-GigabitEthernetl/0/2-vid-2000] raw-vlan-id inbound 20
# Set the TPID value in the outer tag to 0x8200.

[ProviderA-GigabitEthernetl/0/3] quit
[ProviderA] ginq ethernet-type 8200
3) Configuration on third-party devices

Configure the third-party devices between Provider A and Provider B as follows: configure the port
connecting GigabitEthernet 1/0/3 of Provider A and that connecting GigabitEthernet 1/0/1 of Provider B
to allow tagged frames of VLAN 1000 and VLAN 2000 to pass through.
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1 BPDU Tunneling Configuration

When configuring BPDU tunneling, go to these sections for information you are interested in:

e Introduction to BPDU Tunneling

e Configuring BPDU Transparent Transmission

e Configuring Destination Multicast MAC Address for BPDU Tunnel Frames
e BPDU Tunneling Configuration Example

Introduction to BPDU Tunneling

To avoid loops in your network, you can enable the Spanning Tree Protocol (STP) on your device. Here,
the term STP is in a broad sense. It includes STP, RSTP, and MSTP. STP calculates the topology of a
network by multicasting bridge protocol data units (BPDUs) at Layer 2. As these BPDUs can be
received and processed by all STP-enabled devices, this prevents each network from correctly
calculating its independent spanning tree.

To allow each network to calculate an independent spanning tree with STP, BPDU tunneling was
introduced.

BPDU tunneling delivers the following benefits:

e BPDUs can be transmitted transparently. BPDUs of the same customer network can be broadcast
in a specific VLAN across the service provider network, so that the geographically dispersed
networks of the same customer can implement consistent spanning tree calculation across the
service provider network.

e BPDUs of different customer networks can be confined within different VLANS for transmission on
the service provider network. Thus, each customer network can perform independent spanning
tree calculation.

As shown in Figure 1-1, the upper part is the service provider network, and the lower part represents
the customer networks. The customer networks include network A and network B. Enabling the BPDU
tunneling function on the edge devices across the service provider network allows BPDUs of the
customer networks to be transparently transmitted in the service provider network, and allows each
customer network to implement independent spanning tree calculation, without affecting each other.
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Figure 1-1 Network hierarchy of BPDU tunneling
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networks

e At the input side of the service provider network, the edge device changes the destination MAC
address of a BPDU from a customer network from 0x0180-C200-0000 to a special multicast MAC
address, 0x010F-E200-0003 by default. In the service provider’'s network, the modified BPDUs are
forwarded as data packets in the user VLAN.

e At the output side of the service provider network, the edge device recognizes the BPDU with the
destination MAC address of 0x010F-E200-0003 and restores its original destination MAC address
0x0180-C200-0000. Then, the device removes the outer VLAN tag, and sends the BPDU to the
destination customer network.

@ Note

Make sure, through configuration, that the VLAN tag of the BPDU is neither changed nor removed
during its transparent transmission in the service provider network; otherwise, the system will fail to
transparently transmit the customer network BPDU correctly.

Configuring BPDU Transparent Transmission

Perform the following tasks to configure BPDU transparent transmission:

To do... Use the command... Remarks
Enter system view system-view —
ilirt];?frace Egﬁigﬂg;g;g{e interface interface-type | Required
view or port | interface view interface-number Use either command.
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To do...

Use the command...

Remarks

group view

Enter port group
view

port-group manual
port-group-name

e Settings made in interface view
take effect only on the current
port.

e Settings made in Layer-2
aggregate interface view take
effect only on the Layer-2
aggregate interface.

e Settings made in port group view
take effect on all ports in the port

group.

Disable STP on the port(s)

undo stp enable

Required

Enable BPDU tunneling for STP
on the port(s)

bpdu-tunnel dotlq stp

Required

By default, BPDU tunneling for STP
is disabled.

Configuring Destination Multicast MAC Address for BPDU Tunnel
Frames

By default, the destination multicast MAC address for BPDU tunnel frames is 0x010F-E200-0003. You
can modify it to 0x0100-0CCD-CDDO, 0x0100-0CCD-CDD1 or 0x0100-0CCD-CDD2 through the

following configuration.

Follow these steps to configure destination multicast MAC address for BPDU tunnel frames:

To do...

Use the command... Remarks

Enter system view

system-view

Configure the destination multicast
MAC address for BPDU tunnel
frames

mac-address

bpdu-tunnel tunnel-dmac | Optional

0x010F-E200-0003 by default.

@ Note

For BPDU tunnel frames to be recognized, the destination multicast MAC addresses configured for
BPDU tunneling must be the same on the edge devices on the service provider network.

Network requirements

BPDU Tunneling Configuration Example

e Customer A and Customer B are customer network edge devices.
e Provider A and Provider B are service provider network edge devices, which are interconnected

through configured trunk ports.

The configuration is required to satisfy the following requirements:
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e Geographically dispersed customer network access devices Customer A and Customer B can
implement consistent spanning tree calculation across the service provider network.

e The destination multicast MAC address configured for BPDU tunnel frames is
0x0100-0CCD-CDDO.

Figure 1-2 Network diagram for BPDU tunneling configuration

Provider A Provider B

GE1/0/1] VLAN 2 GE1/0/2 | VLAN 2

Customer A Customer B

Configuration procedure

1) Configuration on Provider A

# Configure the destination multicast MAC address for BPDU tunnel frames as 0x0100-0CCD-CDDO.
<ProviderA> system-view

[ProviderA] bpdu-tunnel tunnel-dmac 0100-Occd-cddO

# Configure GigabitEthernet 1/0/1 to transmit packets through VLAN 2.
[ProviderA] vlan 2

[ProviderA-vlan2] quit

[ProviderA] interface GigabitEthernet 1/0/1
[ProviderA-GigabitEthernetl/0/1] port access vlan 2

# Configure GigabitEthernet 1/0/1 to transmit BPDUs transparently.
[ProviderA-GigabitEthernetl/0/1] undo stp enable
[ProviderA-GigabitEthernetl/0/1] bpdu-tunnel dotlqg stp

2) Configuration on Provider B

# Configure the destination multicast MAC address for BPDU tunnel frames as 0x0100-0CCD-CDDO.
<ProviderB> system-view

[ProviderB] bpdu-tunnel tunnel-dmac 0100-Occd-cddO

# Configure GigabitEthernet 1/0/2 to transmit packets through VLAN 2.
[ProviderB] vlan 2

[ProviderB-vlan2] quit

[ProviderB] interface GigabitEthernet 1/0/2
[ProviderB-GigabitEthernetl/0/2] port access vlan 2

# Configure GigabitEthernet 1/0/2 to transmit BPDUs transparently.

[ProviderB-GigabitEthernetl/0/2] undo stp enable
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[ProviderB-GigabitEthernetl/0/2] bpdu-tunnel dotlqg stp
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1 Ethernet OAM Configuration

When configuring the Ethernet OAM function, go to these sections for information you are interested in:

e Ethernet OAM Overview

e Ethernet OAM Configuration Task List

e Configuring Basic Ethernet OAM Functions

e Configuring Link Monitoring

e Enabling OAM Loopback Testing

e Displaying and Maintaining Ethernet OAM Configuration
e Ethernet OAM Configuration Example

Ethernet OAM Overview

Ethernet OAM (operation, administration, and maintenance) is a tool monitoring Layer-2 link status by
sending OAM protocol data units (OAMPDUSs) between devices. It helps network administrators
manage their networks effectively.

Currently, Ethernet OAM is mainly used to address common link-related issues on the “last mile.” By
enabling Ethernet OAM on two devices connected by a point-to-point connection, you can monitor the
status of the link. Ethernet OAM provides the following functions:

e Link performance monitoring, for detecting link errors
e Fault detection and alarm, for reporting link errors to the administrators
e Loopback testing, for detecting link errors through non-OAMPDUs

@ Note

Throughout this document, a port with Ethernet OAM enabled is called an Ethernet OAM entity or an
OAM entity.

Types of Ethernet OAMPDUs

Figure 1-1 shows the formats of different types of OAMPDUSs.
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Figure 1-1 Formats of different types of Ethernet OAMPDUs

6 6 2 1 2 1 42 to 1496 4
Dest addr | Source addr | Type | Subtype | Flags | Code Data/Pad CRC

Information OAMPDU 0x00 | Localinfo TLV | Remote info TLV

Event notification OAMPDU 0x01 | seq | Link event TLV

Loopback control OAMPDU 0x04 Loopback command

The fields in an OAMPDU are described as follows:

Table 1-1 Description of the fields in an OAMPDU

Field Description

Destination MAC address of the Ethernet OAMPDU.

Dest addr . .
It is a slow protocol multicast address 0180c2000002.

Source MAC address of the Ethernet OAMPDU.

Source addr ) ) . _ . .
It is the bridge MAC address of the sending side and is a unicast MAC address.

Type of the encapsulated protocol in the Ethernet OAMPDU.

Type .
The value is 0x8809.
The specific protocol being encapsulated in the Ethernet OAMPDU.
Subtype .
The value is 0x03.
Flags Status information of an Ethernet OAM entity.
Code Type of the Ethernet OAMPDU

Table 1-2 shows the function of the three types of OAMPDUSs.

Table 1-2 Functions of different types of OAMPDUs

OAMPDU type Function
Used for transmitting state information of an Ethernet OAM entity (including
Information the information about the local device and remote devices, and customized
OAMPDU information) to the remote Ethernet OAM entity and maintaining OAM
connections
Event Notification Used by link monitoring to notify the remote OAM entity when it detects
OAMPDU problems on the link in between.

Used for remote loopback control. By inserting the information used to
enable/disable loopback to a loopback control OAMPDU, you can
enable/disable loopback on a remote OAM entity.

Loopback Control
OAMPDU

Ethernet OAM Implementation

This section describes the working procedures of Ethernet OAM.
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Ethernet OAM connection establishment

Ethernet OAM connection is the base of all the other Ethernet OAM functions. OAM connection
establishment is also known as the Discovery phase, where an Ethernet OAM entity discovers remote
OAM entities and establishes sessions with them.

In this phase, interconnected OAM entities notify the peer of their OAM configuration information and
the OAM capabilities of the local nodes by exchanging Information OAMPDUs and determine whether
Ethernet OAM connections can be established. An Ethernet OAM connection can be established only
when the settings concerning Loopback, link detecting, and link event of the both sides match. After an
Ethernet OAM connection is established, Ethernet OAM takes effect on it.

As for Ethernet OAM connection establishment, a device can operate in active Ethernet OAM mode or
passive Ethernet OAM mode. Table 1-3 compares active Ethernet OAM mode with passive Ethernet
OAM mode.

Table 1-3 Active Ethernet OAM mode and passive Ethernet OAM mode

. Passive Ethernet

Item Active Ethernet OAM mode OAM mode
Initiating OAM Discovery Available Unavailable
Responding to OAM Discovery Available Available
Transmitting Information OAMPDUs Available Available
Transmitting Event Notification . .
OAMPDUS Available Available
Transmitting Information OAMPDUs . .
with the Data/Pad field being empty Available Available
Transmitting Loopback Control . .
OAMPDUS Available Unavailable
Responding to Loopback Control Available (if both sides Available
OAMPDUSs operate in active OAM mode)

@ Note

e OAM connections can be initiated only by OAM entities operating in active OAM mode, while those
operating in passive mode wait and respond to the connection requests sent by their peers.
e No OAM connection can be established between OAM entities operating in passive OAM mode.

After an Ethernet OAM connection is established, the Ethernet OAM entities on both sides exchange
Information OAMPDUSs periodically to keep the Ethernet OAM connection valid. If an Ethernet OAM
entity receives no Information OAMPDU for five seconds, the Ethernet OAM connection is
disconnected.
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@ Note

The interval to send Information OAMPDUSs is determined by a timer. Up to ten Information OAMPDUs

can be sent in a second.

Link monitoring

Error detection in an Ethernet is difficult, especially when the physical connection in the network is not

disconnected but network performance is degrading gradually. Link monitoring is used to detect and

indicate link faults in various environments. Ethernet OAM implements link monitoring through the

exchange of Event Notification OAMPDUSs. Upon detecting a link error event listed in Table 1-4, the
local OAM entity sends an Event Notification OAMPDU to notify the remote OAM entity. With the log
information, network administrators can keep track of network status in time. Table 1-4 describes the

link events.

Table 1-4 Ethernet OAM link error events

Ethernet OAM link events

Description

Errored symbol event

An errored symbol event occurs when the number of detected
symbol errors over a specific detection interval exceeds the
predefined threshold.

Errored frame event

An errored frame event occurs when the number of detected
error frames over a specific interval exceeds the predefined
threshold.

Errored frame period event

An errored frame period event occurs if the number of frame
errors in specific number of received frames exceeds the
predefined threshold.

Errored frame seconds event

When the number of error frame seconds detected on a port over
a detection interval reaches the error threshold, an errored frame
seconds event occurs.

@ Note

e The system transforms the period of detecting errored frame period events into the maximum

number of 64-byte frames that a port can send in the specific period, that is, the system takes the

maximum number of frames sent as the period. The maximum number of frames sent is calculated

using this formula: the maximum number of frames = interface bandwidth (bps) x errored frame

period event detection period (in ms)/(64 x 8 x 1000)
e If errored frames appear in a certain second, this second is called an errored frame second.

Remote fault detection

In a network where traffic is interrupted due to device failures or unavailability, the flag field defined in
Ethernet OAMPDUSs allows an Ethernet OAM entity to send error information to its peer. It can identify
the critical link error events listed in Table 1-5.
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Table 1-5 Critical link error events

Ethernet OAM link events Description
Link Fault Peer link signal is lost.
Dying Gasp An unexpected fault, such as power failure, occurred.
Critical event An undetermined critical event happened.

As Information OAMPDUs are exchanged periodically across established OAM connections, an
Ethernet OAM entity can inform one of its OAM peers of link faults through Information OAMPDUSs.
Therefore, the network administrator can keep track of link status in time through the log information
and troubleshoot in time.

Remote loopback testing

Remote loopback testing is available only after the Ethernet OAM connection is established. With
remote loopback enabled, the Ethernet OAM entity operating in active Ethernet OAM mode issues
remote loopback requests and the peer responds to them. If the peer operates in the loopback mode, it
returns all the PDUs except Ethernet OAMPDUSs to the senders along the original paths.

Performing remote loopback testing periodically helps to detect network faults in time. Furthermore,
performing remote loopback testing by network segments helps to locate network faults.

Standards and Protocols

Ethernet OAM is defined in IEEE 802.3h.

Ethernet OAM Configuration Task List

Complete the following tasks to configure Ethernet OAM:

Task Remarks
Configuring Basic Ethernet OAM Functions Required
Configuring Errored Symbol Event Detection Optional
Confiquring Link Configuring Errored Frame Event Detection Optional
Monitoring Configuring Errored Frame Period Event Detection Optional
Configuring Errored Frame Seconds Event Detection Optional
Enabling OAM Loopback Testing Optional

Configuring Basic Ethernet OAM Functions

As for Ethernet OAM connection establishment, a device can operate in active mode or passive mode.
After Ethernet OAM is enabled on an Ethernet port, according to its Ethernet OAM mode, the Ethernet
port establishes an Ethernet OAM connection with its peer port.
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Follow these steps to configure basic Ethernet OAM functions:

To do... Use the command... Remarks

Enter system view System-view —

Enter Ethernet port view interface interface-type —
interface-number

Optional

Set Ethernet OAM operating d : . P . .

hode oam mode { active | passive } | The default is active Ethernet
OAM mode.
Required

Enable Ethernet OAM on the oam enable L

current port Et?erﬂet OAM is disabled by

efault.

Configuring Link Monitoring

@ Note

After Ethernet OAM connections are established, the link monitoring periods and thresholds configured
in this section take effect on all Ethernet ports automatically.

Configuring Errored Symbol Event Detection

An errored symbol event occurs when the number of detected symbol errors over a specific detection
interval exceeds the predefined threshold.

Follow these steps to configure errored symbol event detection:

To do... Use the command... Remarks
Enter system view system-view —
Configure the errored symbol oam errored-symbol period Optional
event detection interval period-value 1 second by default
Configure the errored symbol oam errored-symbol threshold Optional
event triggering threshold threshold-value 1 by default

Configuring Errored Frame Event Detection

An errored frame event occurs when the number of detected error frames over a specific interval
exceeds the predefined threshold.
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Follow these steps to configure errored frame event detection:

To do... Use the command... Remarks
Enter system view system-view —
Configure the errored frame Optional

event detection interval

oam errored-frame period period-value

1 second by default

Configure the errored frame
event triggering threshold

oam errored-frame threshold
threshold-value

Optional
1 by default

Configuring Errored Frame Period Event Detection

An errored frame period event occurs if the number of frame errors in specific number of received

frames exceeds the predefined threshold.

Follow these steps to configure errored frame period event detection:

To do...

Use the command...

Remarks

Enter system view

system-view

Configure the errored
frame period event
detection period

oam errored-frame-period period
period-value

Optional
1000 milliseconds by default

Configure the errored
frame period event
triggering threshold

oam errored-frame-period
threshold threshold-value

Optional
1 by default

Configuring Errored Frame Seconds Event Detection

An errored frame seconds event occurs when the number of error frame seconds detected on a port

over a detection interval exceeds the error threshold.

Follow these steps to configure errored frame seconds event detection:

To do...

Use the command...

Remarks

Enter system view

system-view

Configure the errored
frame seconds event
detection interval

oam errored-frame-seconds period
period-value

Optional
60 second by default

Configure the errored
frame seconds event
triggering threshold

oam errored-frame-seconds
threshold threshold-value

Optional
1 by default

A Caution

Make sure the errored frame seconds triggering threshold is less than the errored frame seconds

detection interval. Otherwise, no errored frame seconds event can be generated.
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Enabling OAM Loopback Testing

Follow these steps to enable Ethernet OAM loopback testing:

To do... Use the command... Remarks

Enter system view System-view —

Enter Ethernet port view !nterface interface-type —_
interface-number

Enable Ethernet OAM loopback Required
oam loopback

testing Disabled by default.

@ Note

e Ethernet OAM loopback testing is available only after the Ethernet OAM connection is established
and can be performed only by the Ethernet OAM entities operating in active Ethernet OAM mode.

e Loopback testing is available only on full-duplex links that support remote loopback at both ends.

e Ethernet OAM loopback testing needs the support of the peer hardware.

e Enabling Ethernet OAM loopback testing interrupts data communications. After Ethernet OAM
loopback testing is disabled, all the ports involved will shut down and then come up. Ethernet OAM
loopback testing is disabled when you execute the undo oam enable command to disable
Ethernet OAM, when you execute the undo oam loopback command to disable Ethernet OAM
loopback testing, or when the Ethernet OAM connection times out.

e Ethernet OAM loopback testing is only applicable to individual links. It is not applicable to link
aggregation member ports. In addition, you cannot assign ports where Ethernet OAM loopback
testing is being performed to link aggregation groups. For more information about link aggregation
groups, refer to Link Aggregation Configuration in the Access Volume.

e Enabling internal loopback test on a port in remote loopback test can terminate the remote
loopback test. For more information about loopback test, refer to Ethernet Interface Configuration
in the Access Volume.

Displaying and Maintaining Ethernet OAM Configuration

To do... Use the command... Remarks

Display global Ethernet OAM configuration | display oam configuration

Display the statistics on critical events after

an Ethernet OAM connection is display oam critical-event [ interface

interface-type interface-number ]

established

Available
Display the statistics on Ethernet OAM link | . . in any
error events after an Ethernet OAM display oam link-event { local | remote } view

[ interface interface-type

connection is established or after you clear | .
interface-number ]

the statistics

Display the information about an Ethernet | display oam {local |[remote } [interface
OAM connection interface-type interface-number |
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To do... Use the command... Remarks

Clear statistics on Ethernet OAM packets | reset oam [ interface interface-type ﬁvs;l:?le
and Ethernet OAM link error events interface-number ] view only

Ethernet OAM Configuration Example

Network requirements

e Enable Ethernet OAM on Device A and Device B to manage links on data link layer.
e Monitor link performance and collect statistics about the error frames received by Device A.

Figure 1-2 Network diagram for Ethernet OAM configuration

16g;;i'em/om GE1MM‘E§;;i'

Device A Device B

Configuration procedure

1) Configure Device A

# Configure GigabitEthernet 1/0/1 to operate in passive Ethernet OAM mode and enable Ethernet OAM
for it.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] oam mode passivez
[DeviceA-GigabitEthernetl/0/1] oam enable
[DeviceA-GigabitEthernetl/0/1] quit

# Set the errored frame detection interval to 20 seconds and set the errored frame event triggering
threshold to 10.

[DeviceA] oam errored-frame period 20

[DeviceA] oam errored-frame threshold 10

2) Configure Device B

# Configure GigabitEthernet 1/0/1 to operate in active Ethernet OAM mode (the default) and enable
Ethernet OAM for it.

<DeviceB> system-view

[DeviceB] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] oam mode active

[DeviceB-GigabitEthernetl/0/1] oam enable

[DeviceB-GigabitEthernetl/0/1] quit

3) Verify the configuration

Use the display oam configuration command to display the Ethernet OAM configuration. For
example:

# Display the Ethernet OAM configuration on Device A.

[DeviceA] display oam configuration

Configuration of the link event window/threshold :
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Errored-symbol Event period(in seconds) : 1

Errored-symbol Event threshold : 1
Errored-frame Event period(in seconds) : 20
Errored-frame Event threshold : 10
Errored-frame-period Event period(in ms) : 1000
Errored-frame-period Event threshold : 1
Errored-frame-seconds Event period(in seconds) : 60
Errored-frame-seconds Event threshold : 1

Use the display oam link-event command to display the statistics about Ethernet OAM link events. For
example:

# Display Ethernet OAM link event statistics of the remote end of Device B.

[DeviceB] display oam link-event remote
Port :GigabitEthernetl/0/1
Link Status :Up

OAMRemoteErrFrameEvent : (ms = milliseconds)

Event Time Stamp : 5789 Errored FrameWindow : 10(100ms)
Errored Frame Threshold : 1 Errored Frame : 3
Error Running Total - 35 Event Running Total : 17

The above information indicates that 35 errors occurred since Ethernet OAM is enabled on Device A, 17
of which are caused by error frames. The link is instable.
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1 Connectivity Fault Detection Configuration

When configuring CFD, go to these sections for information you are interested in:

e Overview

e CFD Configuration Task List

e Basic Configuration Tasks

e Configuring CC on MEPs

e Configuring LB on MEPs

e Configuring LT on MEPs

e Displaying and Maintaining CFD
e CFD Configuration Examples

Overview

Connectivity Fault Detection (CFD) is an end-to-end per-VLAN link layer Operations, Administration
and Maintenance (OAM) mechanism used for link connectivity detection, fault verification, and fault
location.

Basic Concepts in CFD

Maintenance domain

A maintenance domain (MD) defines the network where CFD plays its role. The MD boundary is defined
by some maintenance association end points MEPs configured on the ports. A MD is identified by an
MD name.

To locate faults exactly, CFD introduces eight levels (from 0 to 7) to MDs. The bigger the number, the
higher the level and the larger the area covered. Domains can touch or nest (if the outer domain has a
higher level than the nested one) but cannot intersect or overlap.

MD levels facilitate fault location and make fault location more accurate. As shown in Figure 1-1, MD_A
in light blue nests MD_B in dark blue. If a connectivity fault is detected at the boundary of MD_A, any of
the devices in MD_A, including Device A through Device E, may fail. In this case, if a connectivity fault is
also detected at the boundary of MD_B, the failure points may be any of Device B through Device D. If
the devices in MD_B operate normally, you can be sure that at least Device C is operational.
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Figure 1-1 Two nested MDs

Device C Device D

MD_B

MD_A

VLAN 100

Device E

CFD exchanges messages and performs operations on a per-domain basis. By planning MDs properly
in a network, you can use CFD to locate failure points rapidly.

Maintenance association
A maintenance association (MA) is a set of maintenance points (MPs) in a MD. An MA is identified by

the “MD name + MA name”.

An MA serves a VLAN. Packets sent by the MPs in an MA carry the corresponding VLAN tag. An MP
can receive packets sent by other MPs in the same MA.

Maintenance point

An MP is configured on a port and belongs to an MA. MPs fall into two types: maintenance association
end points (MEPs) and maintenance association intermediate points (MIPS).

e MEP

Each MEP is identified by an integer called a MEP ID. The MEPs of an MD define the range and
boundary of the MD. The MA and MD that a MEP belongs to define the VLAN attribute and level of the
packets sent by the MEP. MEPs fall into inward-facing MEPs and outward-facing MEPs.

The level of a MEP determines the levels of packets that the MEP can process. The packets transmitted
from a MEP carry the level of the MEP. An MEP forwards packets at a higher level and processes
packet of its level or lower. The processing procedure is specific to packets in the same VLAN. Packets
of different VLANSs are independent.

The direction of a MEP determines the position of the MD relative to the port. In Figure 1-2,
outward-facing MEPs are configured on the two ports. In Figure 1-3, inward-facing MEPs are
configured on the two ports.

An outward-facing MEP communicates through the wire side connected to the port; an inward-facing
MEP communicates through the relay function side.
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Figure 1-2 Outward-facing MEP

Maintenance Association

Bridge
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Bridge Bridge
Bridge Bridge
Port Port
Figure 1-3 Inward-facing MEP
Maintenance Association
Bridge Bridge
Bridge
Port
e MIP

A MIP is internal to an MD. It cannot send CFD packets actively; however, it can handle and respond to
CFD packets. The MA and MD that a MIP belongs to define the VLAN attribute and level of the packets
received.

By cooperating with MEPs, a MIP can perform a function similar to ping and traceroute. Like a MEP, a

MIP forwards packets at a higher level without any processing.

Figure 1-4 demonstrates a grading example of the CFD module. In the figure, there are six devices,
labeled 1 through 6 respectively. Suppose each device has two ports, and MEPs and MIPs are
configured on some of these ports. Four levels of MDs are designed in this example, the bigger the
number, the higher the level and the larger the area covered. In this example, the X port of device 2 is
configured with the following MPs: a level 5 MIP, a level 3 inward-facing MEP, a level 2 inward-facing

MEP, and a level 0 outward-facing MEP.
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Figure 1-4 Levels of MPs
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Basic Functions of CFD

CFD works effectively only in properly-configured networks. Its functions, which are implemented
through the MPs, include:

e  Continuity check (CC);
e Loopback (LB)
e Linktrace (LT)

Continuity check

Continuity check is responsible for checking the connectivity between MEPs. Connectivity faults are
usually caused by device faults or configuration errors. This function is implemented through periodic
sending of continuity check messages (CCMs) by the MEPs. As a multicast message, a CCM sent by
one MEP is intended to be received by all the other MEPs in the same MA. If a MEP fails to receive the
CCMs within 3.5 sending periods, the link is regarded as faulty and a corresponding log is generated.
When multiple MEPs send CCMs at the same time, the multipoint-to-multipoint link check is achieved.

Loopback

Similar to ping at the IP layer, loopback is responsible for verifying the connectivity between a local
device and a remote device. To implement this function, the local MEP sends loopback messages
(LBMs) to the remote MEP. Depending on whether the local MEP can receive a loopback reply
message (LBR) from the remote MEP, the link state between the two can be verified. LBMs and LBRs
are unicast messages. They are used to verify the connectivity between two points.

Linktrace

Linktrace is responsible for identifying the path between the source MEP and the destination MEP. This
function is implemented in the following way: the source MEP multicasts linktrace messages (LTMs) to
the destination MEP. After receiving the messages, the destination MEP and the MIPs that the LTMs
pass send back linktrace reply messages (LTRs) to the source MEP. Based on the reply messages, the
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source MEP can identify the path to the destination MEP. Note that LTMs are multicast frames while
LTRs are unicast frames.

Protocols and Standards

The CFD function is implemented in accordance with IEEE P802.1ag.

CFD Configuration Task List

For CFD to work effectively, you should first design the network by performing the following tasks:

Grade the MDs in the entire network, and define the boundary of each MD.

Assign a name for each MD. Make sure that the same MD has the same name on different devices.
Define the MA in each MD according to the VLAN you want to monitor.

Assign a name for each MA. Make sure that the same MA in the same MD has the same name on

different devices.

At the edges of MD and MA, MPs should be designed at the device port. MEPs can be designed on
devices or ports that are not at the edges.

Complete the following tasks to configure CFD:

Tasks

Remarks

Basic Configuration Tasks

Required
These configurations are the foundation for other configuration tasks.

Configuring CC on MEPs

Required
Configuring the MEPs to send CCMs to manage link connectivity

Configuring LB on MEPs

Optional
Checking link state by testing link connectivity

Configuring LT on MEPs

Optional

Tracing link fault and finding the path between the source MEP and
target MEP

@ Note

A port blocked by STP cannot receive, send, or respond to CFD messages, however, if the port is
configured as an outward-facing MEP, it can still receive and send CCM messages even if it is

blocked by STP.

Only Ethernet ports support CFD.

Basic Configuration Tasks

Basic configuration tasks include:

Configuring Service Instance

Configuring MEP

Configuring MIP Generation Rules
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@ Note

Based on the network design, you should configure MEPs or the rules for generating MIPs on each
device. However, before doing this you must first configure the service instance.

Configuring Service Instance

A service instance is indicated by an integer to represent an MA in an MD. The MD and MA define the
level and VLAN attribute of the messages handled by the MPs in a service instance.

Follow these steps to configure a service instance:

To do...

Use the command...

Remarks

Enter system view

system-view

Enable CFD

cfd enable

Required
CFD is disabled by default.

Create an MD

cfd md md-name level level-value

Required
Not created by default

Create an MA

cfd ma ma-name md md-name
vlan vlan-id

Required
Not created by default

Create a service instance

cfd service-instance instance-id
md md-name ma ma-name

Required
Not created by default

A Caution

e These configuration tasks are the foundation for other CFD configuration tasks.
e The last three steps in the table above must be performed strictly in order.

Configuring MEP

MEPs are functional entities in a service instance. CFD is implemented through operations on MEPs,
which provides such functions as CC, LB, LT and gives prompts on error CCMs and cross connections.
As a MEP is configured on a service instance, the MD level and VLAN attribute of the service instance
become the attribute of the MEP.

Follow these steps to configure a MEP:

To do... Use the command... Remarks

Enter system view system-view —

Enter Ethernet port view interface interface-type —

interface-number

cfd mep mep-id
service-instance instance-id
{inbound | outbound }

Required

Configure a MEP '
Not configured by default
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To do...

Use the command...

Remarks

Configure a remote MEP for a
MEP in the same service
instance

cfd remote-mep
remote-mep-id
service-instance instance-id
mep mep-id

Required

No remote MEP is configured
for a MEP by default.

Enable the MEP

cfd mep service-instance
instance-id mep mep-id
enable

Required
Disabled by default

Configuring MIP Generation Rules

As functional entities in a service instance, MIPs deal with LBM and LTM messages.

MIPs are generated on each port according to some rules. You can choose appropriate MIP generation

rules based on your network design.

Follow these steps to configure the rules for generating MIPs:

To do...

Use the command...

Remarks

Enter system view

system-view

Configure the rules for
generating MIPs

instance-id

cfd mip-rule { explicit |
default } service-instance

Required

By default, neither the MIPs nor the rules
for generating MIPs are configured.

MIPs are generated on each port automatically according to the rules specified in the cfd mip-rule
command. If a port has no MIP, the system will check the MAs in each MD (from low to high levels), and
follow the rules in Table 1-1 to create or not create MIPs (within a single VLAN):

Table 1-1 Rules for generating MIP

MIP exists on low

The cfd mip-rule
command is

MEP exists on low

Create MIP or not

level MA . level MA
configured as
Yes — — No
No No
Explicit
No Yes Yes
Default — Yes

Each of the following actions or cases can cause MIPs to be created or deleted after you have
configured the cfd mip-rule command:

e Enabling CFD (use the cfd enable command)

e Creating or deleting the MEPs on a port

e Changes occur to the VLAN attribute of a port

e The rule specified in the cfd mip-rule command changes

Configuring CC on MEPs

After the CC function is configured, MEPs can send CCMs mutually to check the connectivity between

them.
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Configuration Prerequisites

Before configuring this function, you should first complete the MEP configuration.

Configuring Procedure

Follow these steps to configure CC on a MEP:

To do...

Use the command...

Remarks

Enter system view

system-view

Configure the interval field
value in the CCM messages
sent by MEPs

cfd cc interval
interval-field-value
service-instance instance-id

Optional

By default, the interval filed
value is 4.

Enter Ethernet port view

interface interface-type
interface-number

Enable CCM sending on a MEP

cfd cc service-instance
instance-id mep mep-id
enable

Required
Disabled by default

The relationship between the interval field value in the CCM messages, the interval between CCM
messages and the timeout time of the remote MEP is illustrated in Table 1-2.

Table 1-2 Relationship of the interval field value, the interval between CCM messages and the timeout

time of the remote MEP

The interval field value

The interval between CCM

The timeout time of the

messages remote MEP
4 1 second 3.5 seconds
5 10 second 35 seconds
6 60 seconds 210 seconds
7

600 seconds

2100 seconds

A Caution

On different devices, the MEPs belonging to the same MD and MA should be configured with the same

time interval for CCMs sending.

Configuring LB on MEPs

The LB function can verify the link state between two ends after CC detects a link fault.

Configuration Prerequisites

Before configuring this function, you should first complete the MEP and MIP configuration tasks.
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Configuration Procedure

Follow these steps to configure LB on MEP:

To do... Use the command... Remarks

Enter system view system-view —

cfd loopback service-instance instance-id mep
Enable LB mep-id { target-mep target-mep-id | target-mac .
mac-address } [ number loopback-number ] Disabled by default

Required

Configuring LT on MEPs

LT can trace the path between the specified MEP and the target MEP, and can also locate link faults by
sending LT messages automatically. The two functions are implemented in the following way:

e To implement the first function, the specified MEP first sends LTM messages to the target MEP.
Based on the LTR messages in response to the LTM messages, the path between the two MEPs
can be identified.

e In the latter case, after LT messages automatic sending is enabled, if a MEP fails to receive the
CCMs from the remote MEP within 3.5 sending intervals, the link between the two is regarded as
faulty and LTMs will be sent out. Based on the LTRs that echo back, the fault source can be
located.

Configuration Prerequisites
Before configuring this function, you should first complete MEP and MIP configuration tasks.

Finding the Path Between a Source MEP and a Target MEP

Follow these steps to find the path between a source MEP and a target MEP:

To do... Use the command... Remarks

Enter system view system-view —

cfd linktrace service-instance instance-id mep
mep-id { target-mep target-mep-id | target-mac | Required
mac-address } [ ttl ttl-value ] [ hw-only ]

Find the path between a source
MEP and a target MEP

Enabling Automatic LT Messages Sending

Follow these steps to enable automatic LT messages sending:

To do... Use the command... Remarks

Enter system view system-view —

Enable automatic LT messages | cfd linktrace auto-detection Required
sending [ size size-value ] Disabled by default
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Displaying and Maintaining CFD

To do... Use the command... Remarks

Display CFD status display cfd status Available in any view
D|splay MD configuration display cfd md Available in any view
information
_D|splay MA configuration display cfd ma [ [ ma-name ] Available in any view
information md md-name ]
Display service instance display cfd service-instance . : .

) S . . ) Available in any view
configuration information [ instance-id ]

display cfd mp [ interface
Display MP information interface-type Available in any view
interface-number |

Display the attribute and
running information of the
MEPs

display cfd mep mep-id

Y X : Available in any view
service-instance instance-id

display cfd linktrace-reply
[ service-instance instance-id | Available in any view
[ mep mep-id]]

Display LTR information
received by a MEP

display cfd remote-mep

Display the information of & service-instance instance-id Available in any view

remote MEP .
mep mep-id
Display the content of the LTR | display cfd linktrace-reply
that responds to LTM auto-detection [ size Available in any view
messages size-value ]

CFD Configuration Examples
Configuring Service Instance

Network requirements

As shown in Figure 1-5, there are five devices in the MDs. Each device has four ports belonging to
VLAN 100. The light blue square frame and the blue one specify two different MDs.

e Two MDs, MD_A (indicated by the light blue square frame, with level 5) and MD_B (indicated by
the blue square frame, with level 3)) are designed in this network.

o Define the edge ports of each MD, and define the MD of each port.

e The VLAN IDs of each MA in the two MDs are all 100.

According to the network diagram as shown in Figure 1-5, You should perform the following
configurations:

e Configure MD_A on Device A and Device E

e Configure MD_B on Device C

e Configure MD_A and MD_B on Device B and Device D
e Configure an MA in each MD

e Configure a service instance for each MA
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Figure 1-5 Network diagram for MD configuration
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Configuration procedure

1) Configuration on Device A (configuration on Device E is the same as that on Device A)
<DeviceA> system-view

[DeviceA] cfd enable

[DeviceA] cfd md MD_A level 5

[DeviceA] cfd ma MA_MD_A md MD_A vlan 100

[DeviceA] cfd service-instance 1 md MD_A ma MA_MD_A
2) Configuration on Device C

<DeviceC> system-view

[DeviceC] cfd enable

[DeviceC] cfd md MD_B level 3

[DeviceC] cfd ma MA_MD_ B md MD_B vlan 100

[DeviceC] cfd service-instance 2 md MD_B ma MA_MD_B
3) Configuration on Device B (configuration on Device D is the same as that on Device B)
<DeviceB> system-view

[DeviceB] cfd enable

[DeviceB] cfd md MD_A level 5

[DeviceB] cfd ma MA_MD_A md MD_A vlan 100

[DeviceB] cfd service-instance 1 md MD_A ma MA_MD_A
[DeviceB] cfd md MD_B level 3

[DeviceB] cfd ma MA_MD B md MD_B vlan 100

[DeviceB] cfd service-instance 2 md MD_B ma MA_MD_B

After the above configuration, you can use the commands display cfd md, display cfd ma and
display cfd service-instance to verify your configuration.

Configuring MEP and Enabling CC on it

Network requirements

After finishing service instance configuration, you can start to design the MEPs.

e MEPs are configured at the edge or border of MDs. Find the edge port of each MD.

e Decide the MEP direction (inward-facing or outward-facing) on each edge port based on the MD
position.

e Assign a unique ID to each MEP in an MA.
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e Decide the remote MEP for each MEP, and enable these MEPs.
According to the network diagram as shown in Figure 1-6, perform the following configurations:

e In MD_A, there are three edge ports: GigabitEthernet 1/0/1 on Device A, GigabitEthernet 1/0/3 on
Device D and GigabitEthernet 1/0/4 on Device E. Configure inward-facing MEPs on these ports
respectively.

e In MD_B, there are two edge ports: GigabitEthernet 1/0/3 on Device B and GigabitEthernet 1/0/1
on Device D. Configure outward-facing MEPs on the two ports respectively.

e InMD_A and MD_B, each MEP checks the messages from other MEPs.

Figure 1-6 Network diagram of MD and MEP configuration
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Configuration procedure

1) On Device A

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1

[DeviceA-GigabitEthernetl/0/1] cfd mep 1001 service-instance 1 inbound
[DeviceA-GigabitEthernetl/0/1] cfd remote-mep 5001 service-instance 1 mep 1001
[DeviceA-GigabitEthernetl/0/1] cfd remote-mep 4002 service-instance 1 mep 1001
[DeviceA-GigabitEthernetl/0/1] cfd mep service-instance 1 mep 1001 enable
[DeviceA-GigabitEthernetl/0/1] cfd cc service-instance 1 mep 1001 enable

2) On Device B

<DeviceB> system-view

[DeviceB] interface gigabitethernet 1/0/3

[DeviceB-GigabitEthernetl/0/3] cfd mep 2001 service-instance 2 outbound
[DeviceB-GigabitEthernetl/0/3] cfd remote-mep 4001 service-instance 2 mep 2001
[DeviceB-GigabitEthernetl/0/3] cfd mep service-instance 2 mep 2001 enable
[DeviceB-GigabitEthernetl/0/3] cfd cc service-instance 2 mep 2001 enable

3) On Device D

<DeviceD> system-view

[DeviceD] interface gigabitethernet 1/0/1

[DeviceD-GigabitEthernetl/0/1] cfd mep 4001 service-instance 2 outbound
[DeviceD-GigabitEthernetl/0/1] cfd remote-mep 2001 service-instance 2 mep 4001
[DeviceD-GigabitEthernetl/0/1] cfd mep service-instance 2 mep 4001 enable
[DeviceD-GigabitEthernetl/0/1] cfd cc service-instance 2 mep 4001 enable
[DeviceD-GigabitEthernetl/0/1] interface gigabitethernet 1/0/3
[DeviceD-GigabitEthernetl1/0/3] cfd mep 4002 service-instance 1 inbound
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[DeviceD-GigabitEthernetl/0/3] cfd remote-mep 1001 service-instance 1 mep 4002
[DeviceD-GigabitEthernetl/0/3] cfd remote-mep 5001 service-instance 1 mep 4002
[DeviceD-GigabitEthernetl/0/3] cfd mep service-instance 1 mep 4002 enable
[DeviceD-GigabitEthernetl/0/3] cfd cc service-instance 1 mep 4002 enable

4) On Device E

<DeviceE> system-view

[DeviceE] interface gigabitethernet 1/0/4

[DeviceE-GigabitEthernetl/0/4] cfd mep 5001 service-instance 1 inbound
[DeviceE-GigabitEthernetl/0/4] cfd remote-mep 1001 service-instance 1 mep 5001
[DeviceE-GigabitEthernetl/0/4] cfd remote-mep 4002 service-instance 1 mep 5001
[DeviceE-GigabitEthernetl/0/4] cfd mep service-instance 1 mep 5001 enable
[DeviceE-GigabitEthernetl/0/4] cfd cc service-instance 1 mep 5001 enable

After the above configuration, you can use the commands display cfd mp and display cfd mep to
verify your configuration.

Configuring the Rules for Generating MIPs

Network requirements

After finishing MEP configuration, you can continue to configure the MIPs.
MIPs, which are generated by some rules, are configured in the following way:

e Decide the device on which MIPs are to be configured.

e Choose suitable rules for MIP generation. By default, MIP is not configured on a device. If MIPs are
to be configured on each port in the MD, you should choose the default rule. If MIPs are to be
configured only when the low level MDs having MEP, you should choose the explicit rule.

According to the diagram as shown in Figure 1-7, perform the following configurations:

e InMD_A, Device B is designed to have MIPs when its port is configured with low level MEPS. In this
case, port GigabitEthernet 1/0/3 is configured with MEPs of MD_B, and the MIPs of MD_A can be
configured on this port. Based on the design, you should configure the MIP generation rule of
MD_A to explicit on Device B.

e The MIPs of MD_B are designed on Device C, and are configured on all ports. Based on this
design, the MIP generation rule should be configured as default.

Figure 1-7 Network diagram of MD and MP configuration

GE1/0/2 GE1/0/2 GE1/0/2
o o -

GE1/0/2

GE1/0/4
Device D

Device A i Device C
MD_B

1 GE1/0/3 MD A

GE1/0/4
VLAN 100
Device E

1-13



Configuration procedure

1) Configure Device B
<DeviceB> system-view

[DeviceB] cfd mip-rule explicit service-instance 1

2) Configure Device C
<DeviceC> system-view

[DeviceC] cfd mip-rule default service-instance 2

After the above operation, you can use the display cfd mp command to verify your configuration.
Configuring LB on MEPs

Network requirements

Use the LB function to trace the fault source after CC detects a link fault.

As shown in Figure 1-6, enable LB on Device A so that Device A can send LBM messages to MEPs on
Device D.

Configuration procedure

# Configure Device A
<DeviceA> system-view

[DeviceA] cfd loopback service-instance 1 mep 1001 target-mep 4002
Configuring LT on MEPs

Network requirements

Use the LT function to find the path and locate the fault after you obtain the state of the entire network
through the CC.

As shown in Figure 1-6, enable LT on Device A so that Device A can send LTM messages to the MEP on
Device D.

Configuration procedure

# Configure Device A
<DeviceA> system-view

[DeviceA] cfd linktrace service-instance 1 mep 1001 target-mep 4002
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1 RRPP Configuration

When configuring RRPP, go to these sections for information you are interested in:

¢ RRPP Overview
e RRPP Configuration Task List
e Configuring Master Node

e Configuring Transit Node

e Configuring Edge Node

e Configuring Assistant Edge Node

e Configuring Ring Group

e Displaying and Maintaining RRPP

e RRPP Typical Configuration Examples
e Troubleshooting

RRPP Overview

The Rapid Ring Protection Protocol (RRPP) is a link layer protocol designed for Ethernet rings. RRPP
can prevent broadcast storms caused by data loops when an Ethernet ring is healthy, and rapidly
restore the communication paths between the nodes in the event that a link is disconnected on the ring.

Compared with the IEEE spanning tree protocols, RRPP features the following:

e Fast topology convergence
e Convergence time independent of Ethernet ring size

Background

Metropolitan area networks (MANSs) and enterprise networks usually use the ring structure to improve
reliability. However, services will be interrupted if any node in the ring network fails. A ring network
usually uses Resilient Packet Ring (RPR) or Ethernet rings. RPR is high in cost as it needs dedicated
hardware. Contrarily, the Ethernet ring technology is more mature and economical, so it is more and
more widely used in MANs and enterprise networks.

Currently, both Spanning Tree Protocol (STP) and RRPP can be used to eliminate Layer-2 loops. STP is
mature; however, it takes several seconds to converge. RRPP is an Ethernet ring-specific data link layer
protocol, and converges faster than STP. Additionally, the convergence time of RRPP is independent of
the number of nodes in the Ethernet ring, and therefore, RRPP can be applied to large-diameter
networks.
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Basic Concepts in RRPP

Figure 1-1 RRPP networking diagram

Domain 1

Device A Device B
Master node Edge node

Device E
Master node

Device C
Assistant edge node

RRPP domain

The interconnected devices with the same domain ID and control VLANSs constitute an RRPP domain.
An RRPP domain contains the following elements: primary ring, subring, control VLAN, master node,
transit node, primary port, secondary port, common port, and edge port.

As shown in Figure 1-1, Domain 1 is an RRPP domain, including two RRPP rings: Ring 1 and Ring 2. All
the nodes on the two RRPP rings belong to the RRPP domain.
RRPP ring

Aring-shaped Ethernet topology is called an RRPP ring. RRPP rings fall into two types: primary ring and
subring. You can configure a ring as either the primary ring or a subring by specifying its ring level. The
primary ring is of level 0, while a subring is of level 1. An RRPP domain contains multiple RRPP rings,
one serving as the primary ring and the others serving as subrings.

As shown in Figure 1-1, Domain 1 contains two RRPP rings: Ring 1 and Ring 2. The level of Ring 1 is
set to 0, that is, Ring 1 is configured as the primary ring; the level of Ring 2 is set to 1, that is, Ring 2 is
configured as a subring.

Aring can be in one of the following two states:
e Health state: All the physical links on the Ethernet ring are connected.
e Disconnect state: Some physical links on the Ethernet ring are broken.

Control VLAN and data VLAN

In an RRPP domain, a control VLAN is a VLAN dedicated to transferring RRPP packets.

On a device, the ports accessing an RRPP ring belong to the control VLANSs of the ring, and only such
ports can join the control VLANS.

An RRPP domain is configured with two control VLANS: one primary control VLAN, which is the control
VLAN for the primary ring; one secondary control VLAN, which is the control VLAN for subrings. All
subrings in the same RRPP domain share the same secondary control VLAN. After you specify a VLAN
as the primary control VLAN, the system automatically configures the VLAN whose ID is the primary
control VLAN ID plus one as the secondary control VLAN.

IP address configuration is prohibited on the control VLAN interfaces.
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A data VLAN is a VLAN dedicated to transferring data packets. Both RRPP ports and non-RRPP ports
can be assigned to a data VLAN.

Node

Each device on an RRPP ring is referred to as a node. The role of a node is configurable. There are the

following node roles:

Master node: Each ring has one and only one master node. The master node initiates the polling
mechanism and determines the operations to be performed after a change in topology.

Transit node: Transit nodes include all the nodes except the master node on the primary ring and
all the nodes on subrings except the master nodes and the nodes where the primary ring intersects
with the subrings. A transit node monitors the state of its directly-connected RRPP links and
notifies the master node of the link state changes, if any. Based on the link state changes, the
master node decides the operations to be performed.

Edge node: A node residing on both the primary ring and a subring at the same time. An edge node
is a special transit node that serves as a transit node on the primary ring and an edge node on the
subring.

Assistant-edge node: A node residing on both the primary ring and a subring at the same time. An
assistant-edge node is a special transit node that serves as a transit node on the primary ring and
an assistant-edge node on the subring. This node works in conjunction with the edge node to
detect the integrity of the primary ring and perform loop guard.

As shown in Figure 1-1, Ring 1 is the primary ring and Ring 2 is a subring. Device A is the master node

of Ring 1, Device B, Device C and Device D are the transit nodes of Ring 1. Device E is the master node

of Ring 2, Device B is the edge node of Ring 2, and Device C is the assistant-edge node of Ring 2.

Primary port and secondary port

Each master node or transit node has two ports connected to an RRPP ring, one serving as the primary

port and the other serving as the secondary port. You can determine the role of a port.

1

2)

In terms of functionality, the difference between the primary port and the secondary port of a
master node is:

The primary port and the secondary port are designed to play the role of sending and receiving
loop-detect packets respectively.

When an RRPP ring is in Health state, the secondary port of the master node will logically deny
data VLANSs and permit only the packets of the control VLANS.

When an RRPP ring is in Disconnect state, the secondary port of the master node will permit data
VLANS, that is, forward packets of data VLANS.

In terms of functionality, there is no difference between the primary port and the secondary port of
a transit node. Both are designed for transferring protocol packets and data packets over an RRPP
ring.

As shown in Figure 1-1, Device A is the master node of Ring 1. Port 1 and Port 2 are the primary port
and the secondary port of the master node on Ring 1 respectively. Device B, Device C, and Device D
are the transit nodes of Ring 1. Their Port 1 and Port 2 are the primary port and the secondary port on

Ring 1 respectively.

Common port and edge port

The ports connecting the edge node and assistant-edge node to the primary ring are common ports.

The ports connecting the edge node and assistant-edge node only to the subrings are edge ports.
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As shown in Figure 1-1, Device B and Device C lie on Ring 1 and Ring 2. Device B’s Port 1 and Port 2
and Device C's Port 1 and Port 2 access the primary ring, so they are common ports. Device B’s Port 3
and Device C’s Port 3 access only the subring, so they are edge ports.

RRPP ring group

To reduce Edge-Hello traffic, you can configure a group of subrings on the edge node or assistant-edge
node. For information about Edge-Hello packets, refer to RRPP Packets. You must configure a device
as the edge node of these subrings, and another device as the assistant-edge node of these subrings.
Additionally, the subrings of the edge node and assistant-edge node must connect to the same subring
packet tunnels in major ring (SRPTS), so that Edge-Hello packets of the edge node of these subrings
travel to the assistant-edge node of these subrings over the same link.

A ring group configured on the edge node is called an edge node ring group, and a ring group
configured on an assistant-edge node is called an assistant-edge node ring group. Up to one subring in
an edge node ring group is allowed to send Edge-Hello packets.

RRPP Packets

Table 1-1 shows the types of RRPP packets and their functions.

Table 1-1 RRPP packet types and their functions

Type Description

The master node initiates Hello packets to detect the integrity of a ring in

Hello a network.

The transit node, the edge node or the assistant-edge node initiates
Link-Down Link-Down packets to notify the master node of the disappearance of a
ring in case of a link failure.

The master node initiates Common-Flush-FDB packets to instruct the
Common-Flush-FDB transit nodes to update their own MAC entries and ARP/ND entries when
an RRPP ring transits to Disconnect state.

The master node initiates Complete-Flush-FDB packets to instruct the
transit nodes to update their own MAC entries and ARP/ND entries, and
release blocked ports from being blocked temporarily when an RRPP ring
transits to Health state.

Complete-Flush-FDB

The edge node initiates Edge-Hello packets to examine the links of the

Edge-Hello primary ring between the edge node and the assistant-edge node.

The assistant-edge node initiates Major-Fault packets to notify the edge
Major-Fault node of a failure when a link of primary ring between edge node and
assistant-edge node is torn down.

Hello and Fail Timers

When RRPP checks the link state of an Ethernet ring, the master node sends Hello packets out the
primary port according to the Hello timer and determines whether its secondary port receives the Hello
packets based on the Fail timer.

e The Hello timer specifies the interval at which the master node sends Hello packets out the primary
port.

e The Fall timer specifies the maximum delay between the master node sending Hello packets out
the primary port and the secondary port receiving the Hello packets from the primary port. If the
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secondary port receives the Hello packets sent by the local master node before the Fail timer
expires, the overall ring is in Health state. Otherwise, the ring transits into Disconnect state.

@ Note

e In an RRPP domain, a transit node learns the Hello timer value and the Fail timer value on the
master node through the received Hello packets, ensuring that all nodes in the ring network are
consistent in the two timer settings.

e The Fail timer value must be greater than or equal to three times of the Hello timer value.

e Inadual-homed-ring network, to avoid temporary loops when the primary ring fails, ensure that the
difference between the Fail timer value on the master node of the subring and that on the master
node of the primary ring is greater than twice the Hello timer value of the master node of the
subring.

How RRPP Works

Polling mechanism

The polling mechanism is used by the master node of an RRPP ring to check the Health state of the ring
network.

The master node sends Hello packets out its primary port periodically, and these Hello packets travel
through each transit node on the ring in turn.

e Ifthe ring is complete, the secondary port of the master node will receive Hello packets before the
Fail timer expires and the master node will keep the secondary port blocked.

e If the ring is torn down, the secondary port of the master node will fail to receive Hello packets
before the Fail timer expires. The master node will release the secondary port from blocking data
VLANSs while sending Common-Flush-FDB packets to instruct all transit nodes to update their own
MAC entries and ARP/ND entries.

Link down alarm mechanism

The transit node, the edge node or the assistant-edge node sends Link-Down packets to the master
node immediately when they find any of its own ports belonging to an RRPP domain is down. Upon the
receipt of a Link-Down packet, the master node releases the secondary port from blocking data VLANs
while sending Common-Flush-FDB packet to instruct all the transit nodes, the edge nodes and the
assistant-edge nodes to update their own MAC entries and ARP/ND entries. After each node updates
its own entries, traffic is switched to the normal link.

Ring recovery

The master node may find the ring is restored after a period of time after the ports belonging to the
RRPP domain on the transit nodes, the edge nodes, or the assistant-edge nodes are brought up again.
Atemporary loop may arise in the data VLAN during this period. As a result, broadcast storm occurs.

To prevent temporary loops, non-master nodes block them immediately (and permit only the packets of
the control VLAN to pass through) when they find their ports accessing the ring are brought up again.
The blocked ports are activated only when the nodes are sure that no loop will be brought forth by these
ports.
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Broadcast storm suppression mechanism in a multi-homed subring in case of SRPT failure

As shown in Figure 1-5, Ring 1 is the primary ring, and Ring 2 and Ring 3 are subrings. When the two
SRPTs between the edge node and the assistant-edge node are down, the master nodes of Ring 2 and
Ring 3 will open their respective secondary ports, and thus a loop among Device B, Device C, Device E,
and Device F is generated. As a result, broadcast storm occurs.

In this case, to prevent generating this loop, the edge node will block the edge port temporarily. The
blocked edge port is activated only when the edge node is sure that no loop will be brought forth when
the edge port is activated.

Load balancing

In a ring network, maybe traffic of multiple VLANS is transmitted at the same time. RRPP can implement
load balancing for the traffic by transmitting traffic of different VLANSs along different paths.

By configuring an individual RRPP domain for transmitting the traffic of the specified VLANs (referred to
as protected VLANS) in a ring network, traffic of different VLANs can be transmitted according to
different topologies in the ring network. In this way, load balancing is achieved.

As shown in Figure 1-6, Ring 1 is configured as the primary ring of Domain 1 and Domain 2, which are
configured with different protected VLANSs. Device Ais the master node of Ring 1 in Domain 1; Device B
is the master node of Ring 1 in Domain 2. With such configurations, traffic of different VLANs can be
transmitted on different links, and thus, load balancing is achieved in a single-ring network.

RRPP ring group

In an edge node ring group, only an activated subring with the lowest domain ID and ring ID can send
Edge-Hello packets. In an assistant-edge node ring group, any activated subring that has received
Edge-Hello packets will forward these packets to the other activated subrings. With an edge node ring
group and an assistant-edge node group configured, only one subring sends and receives Edge-Hello
packets, thus reducing CPU workload.

As shown in Figure 1-5, Device B is the edge node of Ring 2 and Ring 3, and Device C is the
assistant-edge node of Ring 2 and Ring 3. Device B and Device C need to send or receive Edge-Hello
packets frequently. If more subrings are configured or load balancing is configured for more multiple
domains, Device B and Device C will send or receive a mass of Edge-Hello packets.

To reduce Edge-Hello traffic, you can assign Ring 2 and Ring 3 to a ring group configured on the edge
node Device B, and assign Ring 2 and Ring 3 to a ring group configured on Device C. After such
configurations, if all rings are activated, only Ring 2 on Device B sends Edge-Hello packets.

Typical RRPP Networking

Here are several typical networking applications.
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Single ring

Figure 1-2 Single ring

Domain 1

Device B
Transit node

Device A
Master node

Device C
Transit node

Device D
Transit node

There is only a single ring in the network topology. In this case, you only need to define an RRPP
domain.

Tangent rings

Figure 1-3 Tangent rings

Device E
Master node
Domain 2

Device F
Transit node

Device A
Master node

Domain 1 Device D Device C

Transit node Transit node

There are two or more rings in the network topology and only one common node between rings. In this
case, you need to define an RRPP domain for each ring.
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Intersecting rings

Figure 1-4 Intersecting rings

Domain 1

Device B
Edge node

Device A
Master node

Device E
Master node

Device D
Transit node

Device C
Assistant edge node

There are two or more rings in the network topology and two common nodes between rings. In this case,
you only need to define an RRPP domain, and set one ring as the primary ring and the other rings as
subrings.

Dual homed rings

Figure 1-5 Dual homed rings

Domain 1

Device B
Edge node

Device A

Master node Device E

Master node

Device F

Device D Master node

Transit node

Device C
Assistant edge node

There are two or more rings in the network topology and two similar common nodes between rings. In
this case, you only need to define an RRPP domain, and set one ring as the primary ring and the other
rings as subrings.
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Single-ring load balancing

Figure 1-6 Network diagram for single-ring load balancing

Device A Device B

Domain 1 Domain 2

Device D Device C

In a single-ring network, you can achieve load balancing by configuring multiple domains.

As shown in Figure 1-6, Ring 1 is configured as the primary ring of both Domain 1 and Domain 2. In
Domain 1, Device Ais configured as the master node of Ring 1; in Domain 2, Device B is configured as
the master node of Ring 1. Such configurations enable the ring to block different links based on VLANS,
thus achieving single-ring load balancing.

Intersecting-ring load balancing

Figure 1-7 Network diagram for intersecting-ring load balancing

Device A Device B

Device E

Domain 1 Domain 2

Device D Device C

In an intersecting-ring network, you can also achieve load balancing by configuring multiple domains.

As shown in Figure 1-7, Ring 1 is the primary ring and Ring 2 is the subring in both Domain 1 and
Domain 2. Domain 1 and Domain 2 are configured with different protected VLANs. Device A is
configured as the master node of Ring 1 in Domain 1; Device D is configured as the master node of
Ring 1 in Domain 2. Device E is configured as the master node of Ring 2 in both Domain 1 and Domain
2. However, different ports on Device E are blocked in Domain 1 and Domain 2. After such
configurations, you can enable traffic of different VLANS to travel over different paths in the subring and
primary ring, thus achieving intersecting-ring load balancing.
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Protocols and Standards

RFC 3619 Extreme Networks' Ethernet Automatic Protection Switching (EAPS) Version 1 is related to
RRPP.

RRPP Configuration Task List

A Caution

e RRPP does not have an auto election mechanism, so you must configure each node in the ring
network properly for RRPP to monitor and protect the ring network.
e Before configuring RRPP, you need to construct a ring-shaped Ethernet topology physically.

You can create RRPP domains based on service planning, specify control VLANs and data VLANSs for
each RRPP domain, and then determine the ring roles and node roles based on the traffic paths in each
RRPP domain. You can configure devices through the following configurations.

Complete the following tasks to configure RRPP:

Task Description
Configuring Master Node Required
Configuring Transit Node Optional
Configuring Edge Node Optional

Configuring Assistant Edge Node Optional

Optional

To reduce Edge-Hello traffic, you can adopt the ring group
mechanism, that is, assign subrings with the same edge
node/assistant-edge node to a ring group.

Configuring Ring Group

A Caution

e Itis recommended to configure the primary ring first and then the subring when you configure an
RRPP domain. Moreover, a Ring ID cannot be applied to more than one RRPP ring in one RRPP
domain.

e If a device lies on multiple RRPP rings in an RRPP domain, only one primary ring exists. The
device serves as either an edge node or an assistant-edge node on the subrings.

e The total number of rings configured on a device in all RRPP domains cannot be greater than 16.

e Moadification of node mode, port role and ring level of an RRPP ring is prohibited after configuration.
If needed, you must first delete the existing configuration.

e During load balancing configuration, different protected VLANs must be configured for different
domains.

Ports connected to an RRPP ring must meet the following conditions:
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e The link type of these ports must be trunk.

e They must be Layer 2 GE ports.

e They must not be member ports of any aggregation group or smatrt link group.

e STPis disabled on them.

e The 802.1p priority of trusted packets on the ports is configured, so that RRPP packets take higher
precedence than data packets when passing through the ports.

e Do not enable OAM remote loopback function on an RRPP port. Otherwise, this may cause
temporary broadcast storm.

e You are recommended not to configure physical-link-state change suppression time on a port
accessing an RRPP ring to accelerate topology convergence. For details, refer to Ethernet
Interface Configuration in the Access Volume.

@ Note

e If you need to transparently transmit RRPP packets on a device without enabling RRPP, you must
ensure only the two ports accessing an RRPP ring permit the packets of the control VLAN.
Otherwise, the packets from other VLANs may go into the control VLAN in transparent
transmission mode and strike the RRPP ring. Meantime, you must configure the 802.1p priority for
trusted packets on the two ports accessing the RRPP ring.

e Do not configure the default VLAN of a port accessing an RRPP ring as the primary control VLAN
or the secondary control VLAN, ensuring proper receiving/sending of RRPP packets.

e Do not enable QinQ or VLAN mapping on the control VLAN. Otherwise, RRPPDUs cannot be
forwarded properly.

e You can still assign ports to or remove ports from the aggregation group corresponding to a Layer
2 aggregate interface configured as an RRPP port.

Configuring Master Node

Follow these steps to configure master node:

To do... Use the command... Remarks
Enter system view system-view —
Create an RRPP domain and . o .
enter its view rrpp domain domain-id Required
Specify control VLAN for the . .
RRPP domain control-vlan vlan-id Required
rotected-vlan Required
. -v
Specify the protected VLANs Eeference-instance No protected VLAN is specified
for the RRPP domain - I for an RRPP domain b
instance-id-list y
default.
ring ring-id node-mode master
Specify the current device as [ primary-port interface-type
the master node of the ring, interface-number ] Required
and specify the primary port [ secondary-port interface-type q
and the secondary port interface-number ] level
level-value
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To do...

Use the command...

Remarks

Configure the timer for the
RRPP domain

timer hello-timer hello-value
fail-timer fail-value

Optional

By default, the Hello timer
value is 1 second and the Fail
timer value is 3 seconds.

Enable the RRPP ring

ring ring-id enable

Required

By default, the RRPP ring is
disabled.

Return to system view

quit

Enable RRPP

rrpp enable

Required

By default, RRPP is disabled.

A Caution

Before specifying RRPP rings for an RRPP domain, you must specify protected VLANSs for the
domain.

Before specifying rings for an RRPP domain, you can delete or modify the protected VLANs
configured for the RRPP domain; after specifying rings for an RRPP domain, you can delete or
modify the protected VLANSs configured for the RRPP domain, however, you cannot delete all the
protected VLANSs configured for the domain.

Deleting an RRPP domain deletes its protected VLANSs at the same time.

The protected-vlan command configures protected VLANs for an RRPP domain by referencing
MSTIs to which the protected VLANs are mapped. You can use the display stp
region-configuration command to view the VLAN-to-MSTI mappings. For detailed information
about VLAN-to-MSTI mapping configuration, refer to MSTP Configuration in the Access Volume.
The control VLAN configured for an RRPP domain must be a new one.

Control VLAN configuration is required for configuring an RRPP ring.

To use the undo rrpp domain command to remove an RRPP domain, you must ensure the RRPP
domain has no RRPP ring.

Before removing or modifying the control VLAN of an RRPP domain, make sure that the RRPP
domain is not configured with any RRPP ring.

Configuring Transit Node

Follow these steps to configure transit node:

To do... Use the command... Remarks
Enter system view system-view —
Create an RRPP domain and rrpp domain domain-id Required
enter its view PP q
Specify a control VLAN for the . .
RRPP domain control-vlan vlan-id Required
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To do...

Use the command...

Remarks

Specify protected VLANS for
the RRPP domain

protected-vlan
reference-instance
instance-id-list

Required

No protected VLAN is specified
for an RRPP domain by
default.

Specify the current device as
the transit node of the ring, and

ring ring-id node-mode transit
[ primary-port interface-type
interface-number ]

specify the primary port and [ secondary-port interface-type Required
the secondary port interface-number ] level
level-value

Required

Enable the RRPP ring ring ring-id enable By default, the RRPP ring is
disabled.

Return to system view quit —
Required

Enable RRPP rrpp enable

By default, RRPP is disabled.

A Caution

Before specifying RRPP rings for an RRPP domain, you must specify protected VLANSs for the
domain.

Before specifying rings for an RRPP domain, you can delete or modify the protected VLANs
configured for the RRPP domain; after specifying rings for an RRPP domain, you can delete or
modify the protected VLANSs configured for the RRPP domain, however, you cannot delete all the
protected VLANs configured for the domain.

Deleting an RRPP domain deletes its protected VLANSs at the same time.

The protected-vlan command configures protected VLANs for an RRPP domain by referencing
MSTIs to which the protected VLANs are mapped. You can use the display stp
region-configuration command to view the VLAN-to-MSTI mappings. For detailed information
about VLAN-to-MSTI mapping configuration, refer to MSTP Configuration in the Access Volume.
The control VLAN configured for an RRPP domain must be a new one.

Control VLAN configuration is required for configuring an RRPP ring.

To use the undo rrpp domain command to remove an RRPP domain, you must ensure the RRPP
domain has no RRPP ring.

Before removing or modifying the control VLAN of an RRPP domain, make sure that the RRPP
domain is not configured with any RRPP ring.
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Configuring Edge Node

Follow these steps to configure edge node:

To do...

Use the command...

Remarks

Enter system view

system-view

Create an RRPP domain and

enter its view rrpp domain domain-id Required

Specify a control VLAN for the i _

RRPP domain control-vlan vlan-id Required
Required

Specify protected VLANS for
the RRPP domain

protected-vlan
reference-instance
instance-id-list

No protected VLAN is specified
for an RRPP domain by
default.

Specify the current device as
the transit node of the primary

ring ring-id node-mode transit
[ primary-port interface-type
interface-number ]

ring, and specify the primary [ secondary-port interface-type Required
port and the secondary port interface-number ] level
level-value
Specify the current device as ring ring-id node-mode edge
the edge node of a subring, [ edge-port interface-type Required
and specify the edge port interface-number ]
Required

Enable the primary ring

ring ring-id enable

By default, the RRPP ring is
disabled.

Enable the subring

ring ring-id enable

Required

By default, the RRPP ring is
disabled.

Return to system view

quit

Enable RRPP

rrpp enable

Required
By default, RRPP is disabled.
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A Caution

e Before specifying RRPP rings for an RRPP domain, you must specify protected VLANs for the
domain.

e Before specifying rings for an RRPP domain, you can delete or modify the protected VLANS
configured for the RRPP domain; after specifying rings for an RRPP domain, you can delete or
modify the protected VLANSs configured for the RRPP domain, however, you cannot delete all the
protected VLANSs configured for the domain.

e Deleting an RRPP domain deletes its protected VLANSs at the same time.

e The protected-vlan command configures protected VLANs for an RRPP domain by referencing
MSTIs to which the protected VLANs are mapped. You can use the display stp
region-configuration command to view the VLAN-to-MSTI mappings. For detailed information
about VLAN-to-MSTI mapping configuration, refer to MSTP Configuration in the Access Volume.

e The control VLAN configured for an RRPP domain must be a new one.

e Control VLAN configuration is required for configuring an RRPP ring.

e ARIing ID cannot be applied to more than one RRPP ring in an RRPP domain.

e You must first configure the primary ring and then the subring when configuring an edge node.
Moreover, you must remove all subring configurations before deleting the primary ring
configuration of an edge node. However, the RRPP ring enabled cannot be deleted.

e Tousetheundo rrpp domain command to remove an RRPP domain, you must ensure the RRPP
domain has no RRPP ring.

e Before removing or modifying the control VLAN of an RRPP domain, make sure that the RRPP
domain is not configured with any RRPP ring.

Configuring Assistant Edge Node

Follow these steps to configure assistant-edge node:

To do... Use the command... Remarks

Enter system view system-view —
Create an RRPP domain and . - .

SO rrpp domain domain-id Required
enter its view
Specify a control VLAN for the : .
RRPP domain control-vlan vlan-id Required

Required

protected-vlan
reference-instance
instance-id-list

Specify protected VLANS for
the RRPP domain

No protected VLAN is specified
for an RRPP domain by

default.
ring ring-id node-mode transit
Specify the current device as [ primary-port interface-type
the transit node of the primary | interface-number | .
Required

ring, and specify the primary
port and the secondary port

[ secondary-port interface-type
interface-number ] level
level-value
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To do... Use the command... Remarks
Specify the current device as ring ring-id node-mode
the assistant-edge node of the | assistant-edge [ edge-port .
: . . Required

subring, and specify an edge interface-type

port interface-number ]
Required

Enable the primary ring ring ring-id enable By default, the RRPP ring is
disabled.
Required

Enable the subring ring ring-id enable By default, the RRPP ring is
disabled.

Return to system view quit —
Required

Enable RRPP rrpp enable .
By default, RRPP is disabled.

A Caution

Before specifying RRPP rings for an RRPP domain, you must specify protected VLANSs for the
domain.

Before specifying rings for an RRPP domain, you can delete or modify the protected VLANs
configured for the RRPP domain; after specifying rings for an RRPP domain, you can delete or
modify the protected VLANSs configured for the RRPP domain, however, you cannot delete all the
protected VLANSs configured for the domain.

Deleting an RRPP domain deletes its protected VLANSs at the same time.

The protected-vlan command configures protected VLANSs for an RRPP domain by referencing
MSTIs to which the protected VLANs are mapped. You can use the display stp
region-configuration command to view the VLAN-to-MSTI mappings. For detailed information
about VLAN-to-MSTI mapping configuration, refer to MSTP Configuration in the Access Volume.
The control VLAN configured for an RRPP domain must be a new one.

Control VLAN configuration is required for configuring an RRPP ring.

A Ring ID cannot be applied to more than one RRPP ring in an RRPP domain.

You must first configure the primary ring and then the subring when configuring an edge node.
Moreover, you must remove all subring configurations before deleting the primary ring
configuration of an edge node. However, the RRPP ring enabled cannot be deleted.

To use the undo rrpp domain command to remove an RRPP domain, you must ensure the RRPP
domain has no RRPP ring.

Before removing or modifying the control VLAN of an RRPP domain, make sure that the RRPP
domain is not configured with any RRPP ring.

Configuring Ring Group

To reduce Edge-Hello traffic, you can adopt the ring group mechanism, that is, assign subrings with the
same edge node/assistant-edge node to a ring group.
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You need to configure ring groups on both the edge node and the assistant-edge node at the same time.
The two ring groups must be configured with the same subrings. Otherwise, the ring groups cannot
operate properly.

Configuration Prerequisites

e The RRPP domain, control VLANS, protected VLANS, the primary ring, and the subrings have been
configured on the edge node device.

e The RRPP domain, control VLANS, protected VLANS, the primary ring, and the subrings have been
configured on the assistant-edge node device.

Configuring Ring Group

Follow these steps to configure a ring group:

To do... Use the command... Remarks
Enter system view system-view —
Create a ring group and enter rrpp ring-group ring-group-id Required
ring group view PP ring-group fing-group q
Assign the specified subrings to domain domain-id ring ring-id-list Required
the ring group

@ Note

e Toadd an activated ring to a ring group, first add the ring to the assistant-edge node ring group and
then to the edge node ring group.

e Toremove a ring from a ring group, first remove the ring from the edge node ring group and then
from the assistant-edge node group.

e Toremove a ring group, first remove the edge node ring group and then the assistant-edge node
ring group.

e To activate the rings in a ring group, first activate the rings in the assistant-edge node ring group
and then the rings in the edge node ring group.

e To deactivate the rings in a ring group, first deactivate the rings in the edge node ring group and
then the rings in the assistant-edge node ring group.

e If you do not following the orders above, the assistant-edge node may take the primary ring as
failed because the assistant-edge node cannot receive Edge-Hello packets.

Displaying and Maintaining RRPP

Remarks

To do...

Use the command...

Display brief information about
RRPP configuration

display rrpp brief

Display detailed information
about RRPP configuration

display rrpp verbose domain
domain-id [ ring ring-id ]

Display RRPP statistics

display rrpp statistics domain
domain-id [ ring ring-id ]

Available in any view
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To do... Use the command... Remarks

reset rrpp statistics domain

domain-id [ ring ring-id | Available in user view

Clear RRPP statistics

RRPP Typical Configuration Examples
Configuring Single Ring Topology

Networking requirements

e Device A, Device B, Device C, and Device D constitute RRPP domain 1, specify the primary control
VLAN of RRPP domain 1 as VLAN 4092, and RPPP domain 1 protects all VLANS;

e Device A, Device B, Device C and Device D constitute primary ring 1;

e Specify Device A as the master node of primary ring 1, GigabitEthernet 1/0/1 as the primary port
and GigabitEthernet 1/0/2 as the secondary port;

e Specify Device B, Device C and Device D as the transit nodes of primary ring 1, their
GigabitEthernet 1/0/1 as the primary port and GigabitEthernet 1/0/2 as the secondary port;

e The timers of the primary ring adopt the default value.

First, determine the node mode of a device in an RRPP ring, and then perform the following
configurations on a per-device basis:

e Disable STP on all ports accessing RRPP rings on these devices and configure these ports to
permit the traffic of all VLANSs to pass through.

e Configure the 802.1p priority for trusted packets on ports accessing RRPP rings on each device.

e Create an RRPP domain.

e Specify the control VLAN for the RRPP domain.

e Configure the MSTIs referenced by the protected VLANs. The MSTI ID ranges from 0 to 16.

e Specify the node mode of a device on the primary ring and the ports accessing the RRPP ring on
the device.

e Enable the RRPP ring.

e Enable RRPP.

Figure 1-8 Network diagram for single ring networking configuration
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Configuration procedure

1) Perform the following configuration on Device A:

# Configure RRPP ports GigabitEthernetl1/0/1 and GigabitEthernet1/0/2.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] undo stp enable
[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceA-GigabitEthernetl/0/1] gos trust dotlp
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] undo stp enable
[DeviceA-GigabitEthernetl/0/2] port link-type trunk
[DeviceA-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceA-GigabitEthernetl/0/2] gos trust dotlp
[DeviceA-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure the VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceA] rrpp domain 1
[DeviceA-rrpp-domainl] control-vlan 4092

[DeviceA-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device A as the master node of primary ring 1, with GigabitEthernet1/0/1 as the primary
port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceA-rrpp-domainl] ring 1 node-mode master primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O
[DeviceA-rrpp-domainl] ring 1 enable

[DeviceA-rrpp-domainl] quit

# Enable RRPP.

[DeviceA] rrpp enable

2) Perform the following configuration on Device B:

# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

<DeviceB> system-view

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl/0/1] undo stp enable
[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceB-GigabitEthernetl/0/1] gos trust dotlp
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2
[DeviceB-GigabitEthernetl/0/2] undo stp enable
[DeviceB-GigabitEthernetl/0/2] port link-type trunk
[DeviceB-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceB-GigabitEthernetl/0/2] gos trust dotlp
[DeviceB-GigabitEthernetl/0/2] quit
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# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure the VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceB] rrpp domain 1
[DeviceB-rrpp-domainl] control-vlan 4092

[DeviceB-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device B as the transit node of primary ring 1, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceB-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0
[DeviceB-rrpp-domainl] ring 1 enable

[DeviceB-rrpp-domainl] quit

# Enable RRPP.
[DeviceB] rrpp enable

3) Perform the following configuration on Device C:

The configuration on Device C is similar to that on Device B and thus omitted here.
4) Perform the following configuration on Device D:

The configuration on Device D is similar to that on Device B and thus omitted here.
5) Verification

After the above configuration, you can use the display command to view RRPP configuration on each
device.

Configuring Single-Domain Intersecting Ring Topology

Networking requirements

e Device A, Device B, Device C and Device D constitute RRPP domain 1, VLAN 4092 is the primary
control VLAN of RRPP domain 1, and RRPP domain 1 protects all the VLANS;

e Device A, Device B, Device C and Device D constitute primary ring 1;

e Device B, Device C and Device E constitute subring 2;

e Device A is the master node of primary ring 1, GigabitEthernet 1/0/1 is the primary port and
GigabitEthernet 1/0/2 is the secondary port;

e Device E is the master node of subring 2, GigabitEthernet 1/0/1 is the primary port and
GigabitEthernet 1/0/2 is the secondary port;

e Device B is the transit node of primary ring 1 and the edge node of subring 2, and GigabitEthernet
1/0/3 is the edge port;

e Device C is the transit node of primary ring 1 and the assistant-edge node of subring 1, and
GigabitEthernet 1/0/3 is the edge port;

e Device D is the transit node of primary ring 1, GigabitEthernet 1/0/1 is the primary port and
GigabitEthernet 1/0/2 is the secondary port;

e The timers of both the primary ring and the subring adopt the default value.

First, determine the primary ring and subring in an RRPP domain, node mode of a device on each
RRPP ring, and then perform the following configuration on a per-device basis:

e Disable STP on all ports accessing RRPP rings on these devices and configure these ports to
permit the traffic of all VLANSs to pass through.

e Configure the 802.1p priority for trusted packets on ports accessing RRPP rings on each device.

e Create an RRPP domain.
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e Specify the control VLAN for the RRPP domain.

e Configure the protected VLANS to reference all MSTIs. The MSTI ID ranges from 0 to 16.

e Specify the node mode of a device on an RRPP ring and the ports accessing the RRPP ring on the
device.

e Enable these two RRPP rings.

e Enable RRPP

Figure 1-9 Network diagram for intersecting rings configuration
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Configuration procedure

1) Configuration on Device A

# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

<DeviceA> system-view

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] undo stp enable
[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceA-GigabitEthernetl/0/1] gos trust dotlp
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] undo stp enable
[DeviceA-GigabitEthernetl/0/2] port link-type trunk
[DeviceA-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceA-GigabitEthernetl/0/2] gos trust dotlp
[DeviceA-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure the VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceA] rrpp domain 1
[DeviceA-rrpp-domainl] control-vlan 4092

[DeviceA-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device A as the master node of primary ring 1, with GigabitEthernetl/0/1 as the primary
port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceA-rrpp-domainl] ring 1 node-mode master primary-port gigabitethernet 1/0/1

secondary-port gigabitethernet 1/0/2 level 0O
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[DeviceA-rrpp-domainl] ring 1 enable

[DeviceA-rrpp-domainl] quit

# Enable RRPP.
[DeviceA] rrpp enable

2) Configuration on Device B

# Configure RRPP ports GigabitEthernet1/0/1, GigabitEthernet1/0/2 and GigabitEthernet1/0/3.

<DeviceB> system-view

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl/0/1] undo stp enable
[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceB-GigabitEthernetl/0/1] gos trust dotlp
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2
[DeviceB-GigabitEthernetl/0/2] undo stp enable
[DeviceB-GigabitEthernetl/0/2] port link-type trunk
[DeviceB-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceB-GigabitEthernetl/0/2] gos trust dotlp
[DeviceB-GigabitEthernetl/0/2] quit

[DeviceB] interface gigabitethernet 1/0/3
[DeviceB-GigabitEthernetl/0/3] undo stp enable
[DeviceB-GigabitEthernetl/0/3] port link-type trunk
[DeviceB-GigabitEthernetl/0/3] port trunk permit vlan all
[DeviceB-GigabitEthernetl/0/3] gos trust dotlp
[DeviceB-GigabitEthernetl/0/3] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure the VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceB] rrpp domain 1
[DeviceB-rrpp-domainl] control-vlan 4092

[DeviceB-rrpp-domainl] protected-vlan reference-instance 0 to 16
# Configure Device B as a transit node of primary ring 1, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0//2 as the secondary port, and enable ring 1.

[DeviceB-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceB-rrpp-domainl] ring 1 enable

# Configure Device B as the edge node of subring 2, with GigabitEthernet1/0/3 as the edge port, and
enable ring 2.

[DeviceB-rrpp-domainl] ring 2 node-mode edge edge-port gigabitethernet 1/0/3
[DeviceB-rrpp-domainl] ring 2 enable

[DeviceB-rrpp-domainl] quit

# Enable RRPP.

[DeviceB] rrpp enable

3) Configuration on Device C

# Configure RRPP ports GigabitEthernet1/0/1, GigabitEthernet1/0/2 and GigabitEthernet1/0/3.
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<DeviceC> system-view

[DeviceC] interface gigabitethernet 1/0/1
[DeviceC-GigabitEthernetl/0/1] undo stp enable
[DeviceC-GigabitEthernetl/0/1] port link-type trunk
[DeviceC-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceC-GigabitEthernetl/0/1] gos trust dotlp
[DeviceC-GigabitEthernetl/0/1] quit

[DeviceC] interface gigabitethernet 1/0/2
[DeviceC-GigabitEthernetl/0/2] undo stp enable
[DeviceC-GigabitEthernetl/0/2] port link-type trunk
[DeviceC-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceC-GigabitEthernetl/0/2] gos trust dotlp
[DeviceC-GigabitEthernetl/0/2] quit

[DeviceC] interface gigabitethernet 1/0/3
[DeviceC-GigabitEthernetl/0/3] undo stp enable
[DeviceC-GigabitEthernetl/0/3] port link-type trunk
[DeviceC-GigabitEthernetl/0/3] port trunk permit vlan all
[DeviceC-GigabitEthernetl/0/3] gos trust dotlp
[DeviceC-GigabitEthernetl/0/3] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceC] rrpp domain 1
[DeviceC-rrpp-domainl] control-vlan 4092

[DeviceC-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device C as a transit node of primary ring 1, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceC-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceC-rrpp-domainl] ring 1 enable

# Configure Device C as the assistant-edge node of subring 2, with GigabitEthernet1/0/3 as the edge
port, and enable ring 2.

[DeviceC-rrpp-domainl] ring 2 node-mode assistant-edge edge-port gigabitethernet 1/0/3
[DeviceC-rrpp-domainl] ring 2 enable

[DeviceC-rrpp-domainl] quit

# Enable RRPP.
[DeviceC] rrpp enable

4) Configuration on Device D

# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

<DeviceD> system-view

[DeviceD] interface gigabitethernet 1/0/1
[DeviceD-GigabitEthernetl/0/1] undo stp enable
[DeviceD-GigabitEthernetl/0/1] port link-type trunk
[DeviceD-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceD-GigabitEthernetl/0/1] gos trust dotlp
[DeviceD-GigabitEthernetl/0/1] quit
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[DeviceD] interface gigabitethernet 1/0/2
[DeviceD-GigabitEthernetl/0/2] undo stp enable
[DeviceD-GigabitEthernetl/0/2] port link-type trunk
[DeviceD-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceD-GigabitEthernetl/0/2] gos trust dotlp
[DeviceD-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceD] rrpp domain 1
[DeviceD-rrpp-domainl] control-vlan 4092

[DeviceD-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device D as the transit node of primary ring 1, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceD-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O
[DeviceD-rrpp-domainl] ring 1 enable

[DeviceD-rrpp-domainl] quit

# Enable RRPP.

[DeviceD] rrpp enable

5) Configuration on Device E
# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

<DeviceE> system-view

[DeviceE] interface gigabitethernet 1/0/1
[DeviceE-GigabitEthernetl/0/1] undo stp enable
[DeviceE-GigabitEthernetl/0/1] port link-type trunk
[DeviceE-GigabitEthernetl/0/1] port trunk permit vlan all
[DeviceE-GigabitEthernetl/0/1] qos trust dotlp
[DeviceE-GigabitEthernetl/0/1] quit

[DeviceE] interface gigabitethernet 1/0/2
[DeviceE-GigabitEthernetl/0/2] undo stp enable
[DeviceE-GigabitEthernetl/0/2] port link-type trunk
[DeviceE-GigabitEthernetl/0/2] port trunk permit vlan all
[DeviceE-GigabitEthernetl/0/2] qos trust dotlp
[DeviceE-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 4092 as the primary control VLAN of RRPP domain 1, and
configure VLANs mapped to MSTIs 0 through 16 as the protected VLANs of RRPP domain 1.

[DeviceE] rrpp domain 1
[DeviceE-rrpp-domainl] control-vlan 4092

[DeviceE-rrpp-domainl] protected-vlan reference-instance 0 to 16

# Configure Device E as the master node of subring 2, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0/2 as the secondary port, and enable ring 2.

[DeviceE-rrpp-domainl] ring 2 node-mode master primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 1
[DeviceE-rrpp-domainl] ring 2 enable

[DeviceE-rrpp-domainl] quit
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# Enable RRPP.

[DeviceE] rrpp enable

6) Verification

After the configuration, you can use the display command to view RRPP configuration result on each
device.

Configuring Intersecting-Ring Load Balancing

Networking requirements

Device A, Device B, Device C, Device D, and Device F constitute RRPP domain 1, and VLAN 100
is the primary control VLAN of the RRPP domain. Device A is the master node of the primary ring
Ring 1; Device D is the transit node of the primary ring Ring 1; Device F is the master node of the
subring Ring 3; Device C is the edge node of the subring Ring 3; Device B is the assistant-edge
node of the subring Ring 3.

Device A, Device B, Device C, Device D, and Device E constitute RRPP domain 2, and VLAN 105
is the primary control VLAN of the RRPP domain. Device A is the master node of the primary ring
Ring 1; Device D is the transit node of the primary ring Ring 1; Device E is the master node of the
subring Ring 2; Device C is the edge node of the subring Ring 2; Device B is the assistant-edge
node of the subring Ring 2.

Specify VLAN 10 as the protected VLAN of domain 1, and VLAN 20 as the protected VLAN of
domain 2. Thus, you can achieve VLAN-based load balancing on the primary ring.

As the edge node and assistant-edge node of subring Ring 2 is the same as those of subring Ring
3, and the two subrings have the same SRPTs, you can add subrings Ring 2 and Ring 3 to the
RRPP ring group to reduce Edge-Hello traffic.

According to the diagram as shown Figure 1-10, perform the following configurations:

Create data VLANSs, and map the VLANS to be protected in each RRPP domain to different MSTIs.
Disable STP on all ports accessing RRPP rings on these devices and configure the VLANs whose
traffic is permitted to pass through.

Configure the 802.1p priority for trusted packets on ports accessing RRPP rings on each device.
Create RRPP domains.

Specify control VLANs for RRPP domains.

Specify protected VLANSs for each domain by specifying MSTIs.

Specify the roles of devices in these RRPP rings and the ports accessing RRPP rings.

Enable RRPP rings.

Enable the RRPP protocol.

Configure a ring group on the edge nodes and assistant-edge nodes.
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Figure 1-10 Network diagram for intersecting-ring load balancing configuration
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Configuration procedure

1) Configure Device A as the master node of the primary ring
# Create VLANs 10 and 20, and map VLAN 10 to MSTI 1 and VLAN 20 to MSTI 2.

<DeviceA> system-view

[DeviceA] vlan 10

[DeviceA-vlanl0] quit

[DeviceA] vlan 20

[DeviceA-vlan20] quit

[DeviceA] stp region-configuration
[DeviceA-mst-region] instance 1 vlan 10
[DeviceA-mst-region] instance 2 vlan 20
[DeviceA-mst-region] active region-configuration

[DeviceA-mst-region] quit
# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

[DeviceA] interface gigabitethernet 1/0/1
[DeviceA-GigabitEthernetl/0/1] undo stp enable
[DeviceA-GigabitEthernetl/0/1] port link-type trunk
[DeviceA-GigabitEthernetl/0/1] undo port trunk permit vlan 1
[DeviceA-GigabitEthernetl/0/1] port trunk permit vlan 10 20
[DeviceA-GigabitEthernetl/0/1] gos trust dotlp
[DeviceA-GigabitEthernetl/0/1] quit

[DeviceA] interface gigabitethernet 1/0/2
[DeviceA-GigabitEthernetl/0/2] undo stp enable
[DeviceA-GigabitEthernetl/0/2] port link-type trunk
[DeviceA-GigabitEthernetl/0/2] undo port trunk permit vlan 1
[DeviceA-GigabitEthernetl/0/2] port trunk permit vlan 10 20
[DeviceA-GigabitEthernetl/0/2] gos trust dotlp
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[DeviceA-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 100 as the primary control VLAN of RRPP domain 1, and
configure the VLAN mapped to MSTI 1 as the protected VLAN of RRPP domain 1.

[DeviceA] rrpp domain 1
[DeviceA-rrpp-domainl] control-vlan 100

[DeviceA-rrpp-domainl] protected-vlan reference-instance 1

# Configure Device A as the master node of primary ring 1, with GigabitEthernetl/0/1 as the primary
port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceA-rrpp-domainl] ring 1 node-mode master primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O
[DeviceA-rrpp-domainl] ring 1 enable

[DeviceA-rrpp-domainl] quit

# Create RRPP domain 2, configure VLAN 105 as the primary control VLAN of RRPP domain 2, and
configure the VLAN mapped to MSTI 2 as the protected VLAN of RRPP domain 2.

[DeviceA] rrpp domain 2
[DeviceA-rrpp-domain2] control-vlan 105

[DeviceA-rrpp-domain2] protected-vlan reference-instance 2

# Configure Device A as the master node of primary ring 1, with GigabitEthernet1/0/2 as the master port
and GigabitEthernet1/0/1 as the secondary port, and enable ring 1.

[DeviceA-rrpp-domain2] ring 1 node-mode master primary-port gigabitethernet 1/0/2
secondary-port gigabitethernet 1/0/1 level O
[DeviceA-rrpp-domain2] ring 1 enable

[DeviceA-rrpp-domain2] quit

# Enable RRPP.

[DeviceA] rrpp enable

2) Configure Device B as the assistant-edge node of subrings Ring 2 and Ring 3

# Create VLANs 10 and 20, and map VLAN 10 to MSTI 1 and VLAN 20 to MSTI 2.

<DeviceB> system-view

[DeviceB] vlan 10

[DeviceB-vlanl0] quit

[DeviceB] vlan 20

[DeviceB-vlan20] quit

[DeviceB] stp region-configuration
[DeviceB-mst-region] instance 1 vlan 10
[DeviceB-mst-region] instance 2 vlan 20
[DeviceB-mst-region] active region-configuration

[DeviceB-mst-region] quit

# Configure RRPP ports GigabitEthernet1/0/1, GigabitEthernetl/0/2, GigabitEthernet1/0/3, and
GigabitEthernet1/0/4.

[DeviceB] interface gigabitethernet 1/0/1
[DeviceB-GigabitEthernetl/0/1] undo stp enable
[DeviceB-GigabitEthernetl/0/1] port link-type trunk
[DeviceB-GigabitEthernetl/0/1] undo port trunk permit vlan 1
[DeviceB-GigabitEthernetl/0/1] port trunk permit vlan 10 20
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[DeviceB-GigabitEthernetl/0/1] gos trust dotlp
[DeviceB-GigabitEthernetl/0/1] quit

[DeviceB] interface gigabitethernet 1/0/2
[DeviceB-GigabitEthernetl/0/2] undo stp enable
[DeviceB-GigabitEthernetl/0/2] port link-type trunk
[DeviceB-GigabitEthernetl/0/2] undo port trunk permit vlan 1
[DeviceB-GigabitEthernetl/0/2] port trunk permit vlan 10 20
[DeviceB-GigabitEthernetl/0/2] gos trust dotlp
[DeviceB-GigabitEthernetl/0/2] quit

[DeviceB] interface gigabitethernet 1/0/3
[DeviceB-GigabitEthernetl/0/3] undo stp enable
[DeviceB-GigabitEthernetl/0/3] port link-type trunk
[DeviceB-GigabitEthernetl/0/3] undo port trunk permit vlan 1
[DeviceB-GigabitEthernetl/0/3] port trunk permit vlan 20
[DeviceB-GigabitEthernetl/0/3] gos trust dotlp
[DeviceB-GigabitEthernetl/0/3] quit

[DeviceB] interface gigabitethernet 1/0/4
[DeviceB-GigabitEthernetl/0/4] undo stp enable
[DeviceB-GigabitEthernetl/0/4] port link-type trunk
[DeviceB-GigabitEthernetl/0/4] undo port trunk permit vlan 1
[DeviceB-GigabitEthernetl/0/4] port trunk permit vlan 10
[DeviceB-GigabitEthernetl/0/4] gos trust dotlp
[DeviceB-GigabitEthernetl/0/4] quit

# Create RRPP domain 1, configure VLAN 100 as the primary control VLAN of RRPP domain 1, and
configure the VLAN mapped to MSTI 1 as the protected VLAN of RRPP domain 1.

[DeviceB] rrpp domain 1
[DeviceB-rrpp-domainl] control-vlan 100

[DeviceB-rrpp-domainl] protected-vlan reference-instance 1

# Configure Device B as a transit node of primary ring 1 in RRPP domain 1, with GigabitEthernet1/0/1
as the primary port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceB-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceB-rrpp-domainl] ring 1 enable

# Configure Device B as the assistant-edge node of subring 3 in RRPP domain 1, with
GigabitEthernet1/0/4 as the edge port, and enable subring 3.

[DeviceB-rrpp-domainl] ring 3 node-mode assistant-edge edge-port gigabitethernet 1/0/4
[DeviceB-rrpp-domainl] ring 3 enable

[DeviceB-rrpp-domainl] quit
# Create RRPP domain 2, configure VLAN 105 as the primary control VLAN of RRPP domain 2, and
configure the VLAN mapped to MSTI 2 as the protected VLAN of RRPP domain 2.

[DeviceB] rrpp domain 2
[DeviceB-rrpp-domain2] control-vlan 105

[DeviceB-rrpp-domain2] protected-vlan reference-instance 2

# Configure Device B as the transit node of primary ring 1, with GigabitEthernet1/0/1 as the primary port
and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.
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[DeviceB-rrpp-domain2] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0

[DeviceB-rrpp-domain2] ring 1 enable

# Configure Device B as the assistant-edge node of subring 2 in RRPP domain 2, with
GigabitEthernet1/0/3 as the edge port, and enable subring 2.

[DeviceB-rrpp-domain2] ring 2 node-mode assistant-edge edge-port gigabitethernet 1/0/3
[DeviceB-rrpp-domain2] ring 2 enable

[DeviceB-rrpp-domain2] quit

# Enable RRPP.

[DeviceB] rrpp enable

3) Configure Device C as the edge node of subrings Ring 2 and Ring 3
# Create VLANs 10 and 20, and map VLAN 10 to MSTI 1 and VLAN 20 to MSTI 2.

<DeviceC> system-view

[DeviceC] vlan 10

[DeviceC-vlanl0] quit

[DeviceC] vlan 20

[DeviceC-vlan20] quit

[DeviceC] stp region-configuration
[DeviceC-mst-region] instance 1 vlan 10
[DeviceC-mst-region] instance 2 vlan 20
[DeviceC-mst-region] active region-configuration

[DeviceC-mst-region] quit

# Configure RRPP ports GigabitEthernet1/0/1, GigabitEthernetl/0/2, GigabitEthernet1/0/3, and
GigabitEthernet1/0/4.

[DeviceC] interface gigabitethernet 1/0/1
[DeviceC-GigabitEthernetl/0/1] undo stp enable
[DeviceC-GigabitEthernetl/0/1] port link-type trunk
[DeviceC-GigabitEthernetl/0/1] undo port trunk permit vlan 1
[DeviceC-GigabitEthernetl/0/1] port trunk permit vlan 10 20
[DeviceC-GigabitEthernetl/0/1] qos trust dotlp
[DeviceC-GigabitEthernetl/0/1] quit

[DeviceC] interface gigabitethernet 1/0/2
[DeviceC-GigabitEthernetl/0/2] undo stp enable
[DeviceC-GigabitEthernetl/0/2] port link-type trunk
[DeviceC-GigabitEthernetl/0/2] undo port trunk permit vlan 1
[DeviceC-GigabitEthernetl/0/2] port trunk permit vlan 10 20
[DeviceC-GigabitEthernetl/0/2] qos trust dotlp
[DeviceC-GigabitEthernetl/0/2] quit

[DeviceC] interface gigabitethernet 1/0/3
[DeviceC-GigabitEthernetl/0/3] undo stp enable
[DeviceC-GigabitEthernetl/0/3] port link-type trunk
[DeviceC-GigabitEthernetl/0/3] undo port trunk permit vlan 1
[DeviceC-GigabitEthernetl/0/3] port trunk permit vlan 20
[DeviceC-GigabitEthernetl/0/3] qos trust dotlp
[DeviceC-GigabitEthernetl/0/3] quit

[DeviceC] interface gigabitethernet 1/0/4
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[DeviceC-GigabitEthernetl/0/4] undo stp enable
[DeviceC-GigabitEthernetl/0/4] port link-type trunk
[DeviceC-GigabitEthernetl/0/4] undo port trunk permit vlan 1
[DeviceC-GigabitEthernetl/0/4] port trunk permit vlan 10
[DeviceC-GigabitEthernetl/0/4] gos trust dotlp
[DeviceC-GigabitEthernetl/0/4] quit

# Create RRPP domain 1, configure VLAN 10 as the primary control VLAN of RRPP domain 1, and
configure the VLAN mapped to MSTI 1 as the protected VLAN of RRPP domain 1.

[DeviceC] rrpp domain 1
[DeviceC-rrpp-domainl] control-vlan 100

[DeviceC-rrpp-domainl] protected-vlan reference-instance 1

# Configure Device C as the transit node of primary ring 1 in RRPP domain 1, with GigabitEthernet1/0/1
as the primary port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceC-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceC-rrpp-domainl] ring 1 enable

# Configure Device C as the edge node of subring 3 in RRPP domain 1, with GigabitEthernet1/0/4 as
the edge port, and enable subring 3.

[DeviceC-rrpp-domainl] ring 3 node-mode edge edge-port gigabitethernet 1/0/4

[DeviceC-rrpp-domainl] ring 3 enable

[DeviceC-rrpp-domainl] quit

# Create RRPP domain 2, configure VLAN 105 as the primary control VLAN of RRPP domain 2, and
configure the VLAN mapped to MSTI 2 as the protected VLAN of RRPP domain 2.

[DeviceC] rrpp domain 2
[DeviceC-rrpp-domain2] control-vlan 105

[DeviceC-rrpp-domain2] protected-vlan reference-instance 2

# Configure Device C as the transit node of primary ring 1 in RRPP domain 2, with GigabitEthernet1/0/1
as the primary port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.
[DeviceC-rrpp-domain2] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceC-rrpp-domain2] ring 1 enable

# Configure Device C as the edge node of subring 2 in RRPP domain 2, with GigabitEthernet1/0/3 as
the edge port, and enable subring 2.

[DeviceC-rrpp-domain2] ring 2 node-mode edge edge-port gigabitethernet 1/0/3
[DeviceC-rrpp-domain2] ring 2 enable

[DeviceC-rrpp-domain2] quit

# Enable RRPP.

[DeviceC] rrpp enable

4) Configure Device D as a transit node of the primary ring

# Create VLANs 10 and 20, and map VLAN 10 to MSTI 1 and VLAN 20 to MSTI 2.

<DeviceD> system-view
[DeviceD] vlan 10
[DeviceD-vlanl0] quit
[DeviceD] vlan 20
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[DeviceD-vlan20] quit

[DeviceD] stp region-configuration
[DeviceD-mst-region] instance 1 vlan 10
[DeviceD-mst-region] instance 2 vlan 20
[DeviceD-mst-region] active region-configuration

[DeviceD-mst-region] quit
# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

[DeviceD] interface gigabitethernet 1/0/1
[DeviceD-GigabitEthernetl/0/1] undo stp enable
[DeviceD-GigabitEthernetl/0/1] port link-type trunk
[DeviceD-GigabitEthernetl/0/1] undo port trunk permit vlan 1
[DeviceD-GigabitEthernetl/0/1] port trunk permit vlan 10 20
[DeviceD-GigabitEthernetl/0/1] qos trust dotlp
[DeviceD-GigabitEthernetl/0/1] quit

[DeviceD] interface gigabitethernet 1/0/2
[DeviceD-GigabitEthernetl/0/2] undo stp enable
[DeviceD-GigabitEthernetl/0/2] port link-type trunk
[DeviceD-GigabitEthernetl/0/2] undo port trunk permit vlan 1
[DeviceD-GigabitEthernetl/0/2] port trunk permit vlan 10 20
[DeviceD-GigabitEthernetl/0/2] qos trust dotlp
[DeviceD-GigabitEthernetl/0/2] quit

# Create RRPP domain 1, configure VLAN 100 as the primary control VLAN of RRPP domain 1, and
configure the VLAN mapped to MSTI 1 as the protected VLAN of RRPP domain 1.

[DeviceD] rrpp domain 1
[DeviceD-rrpp-domainl] control-vlan 100

[DeviceD-rrpp-domainl] protected-vlan reference-instance 1

# Configure Device D as the transit node of primary ring 1 in RRPP domain 1, with GigabitEthernet1/0/1
as the primary port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.

[DeviceD-rrpp-domainl] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0
[DeviceD-rrpp-domainl] ring 1 enable

[DeviceD-rrpp-domainl] quit
# Create RRPP domain 2, configure VLAN 105 as the primary control VLAN of RPPP domain 2, and
configure the VLAN mapped to MSTI 2 as the protected VLAN of RRPP domain 2.

[DeviceD] rrpp domain 2
[DeviceD-rrpp-domain2] control-vlan 105

[DeviceD-rrpp-domain2] protected-vlan reference-instance 2

# Configure Device D as the transit node of primary ring 1 in RRPP domain 2, with GigabitEthernet1/0/1
as the primary port and GigabitEthernet1/0/2 as the secondary port, and enable ring 1.
[DeviceD-rrpp-domain2] ring 1 node-mode transit primary-port gigabitethernet 1/0/1
secondary-port gigabitethernet 1/0/2 level 0O

[DeviceD-rrpp-domain2] ring 1 enable

[DeviceD-rrpp-domain2] quit

# Enable RRPP.

[DeviceD] rrpp enable
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5) Configure Device E as the master node of subring Ring 2 in domain 2
# Create VLAN 20, and map VLAN 20 to MSTI 2.

<DeviceE> system-view

[DeviceE] vlan 20

[DeviceE-vlan20] quit

[DeviceE] stp region-configuration
[DeviceE-mst-region] instance 2 vlan 20
[DeviceE-mst-region] active region-configuration

[DeviceE-mst-region] quit
# Configure RRPP ports GigabitEthernet1/0/1 and GigabitEthernet1/0/2.

[DeviceE] interface gigabitethernet 1/0/1
[DeviceE-GigabitEthernetl/0/1] undo stp enable
[DeviceE-GigabitEthernetl/0/1] port link-type trunk
[DeviceE-GigabitEthernetl/0/1] undo port trunk permit vlan 1
[DeviceE-GigabitEthernetl/0/1] port trunk permit vlan 20
[DeviceE-GigabitEthernetl/0/1] gos trust dotlp
[DeviceE-GigabitEthernetl/0/1] quit

[DeviceE] interface gigabitethernet 1/0/2
[DeviceE-GigabitEthernetl/0/2] undo stp enable
[DeviceE-GigabitEthernetl/0/2] port link-type trunk
[DeviceE-GigabitEthernetl/0/2] undo port trunk permit vlan 1
[DeviceE-GigabitEthernetl/0/2] port trunk permit vlan 20
[DeviceE-GigabitEthernetl/0/2] gos trust dotlp
[DeviceE-GigabitEthernetl/0/2] quit

# Create RRPP domain 2, configure VLAN 105 as the primary control VLAN, and configure the VLAN
mapped to MSTI 2